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Abstract—In this paper, we propose a novel feature selection-
based method for facial age estimation. The face aging is a
typical temporal process, and facial images should have certain
ordinal patterns in the aging feature space. From the geometri-
cal perspective, a facial image can be usually seen as sampled
from a low-dimensional manifold embedded in the original high-
dimensional feature space. Thus, we first measure the energy of
each feature in preserving the underlying local structure informa-
tion and the ordinal information of the facial images, respectively,
and then we intend to learn a low-dimensional aging represen-
tation that can maximally preserve both kinds of information.
To further improve the performance, we try to eliminate the
redundant local information and ordinal information as much
as possible by minimizing nonlinear correlation and rank cor-
relation among features. Finally, we formulate all these issues
into a unified optimization problem, which is similar to linear
discriminant analysis in format. Since it is expensive to collect
the labeled facial aging images in practice, we extend the pro-
posed supervised method to a semi-supervised learning mode
including the semi-supervised feature selection method and the
semi-supervised age prediction algorithm. Extensive experiments
are conducted on the FACES dataset, the Images of Groups
dataset, and the FG-NET aging dataset to show the power of
the proposed algorithms, compared to the state-of-the-arts.

Index Terms—Age estimation, feature selection, local manifold
structure, ordinal pattern, semi-supervised learning.

I. INTRODUCTION

HUMAN faces provide large amounts of information, such
as identity, age, gender, expression, and emotion [1], [2].

As a result, many research topics based on facial images
have been extensively studied including face recognition,
face reconstruction, expression recognition, gender and race
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classification, etc. [3]–[7]. In recent years, automatic human
age estimation attracted much attention due to its potential
applications in soft-biometrics [8], human-computer interac-
tion [9], security control [9], surveillance monitoring [10], and
electronic customer relationship management [8].

The purpose of age estimation is to automatically label a
facial image with exact age (year) or age group (year range).
Generally, a facial age estimation system consists of two key
modules: 1) how to represent a facial image and 2) how
to estimate its age based on the representation. Some meth-
ods have been proposed for facial image representation.
Kwon and Lobo [11] proposed an anthropometric model based
on the cranio-facial development theory and facial skin wrin-
kle analysis. The changes of face shape and texture patterns
related to growth are measured to classify a face into one
of the age groups. This model is suitable to estimate ages
for young people [8]. Lanitis et al. [12] extended the active
appearance model [13], which combined shape and intensity
variation in facial images. A facial image is then represented
by a set of model parameters. In recent years, some studies
have shown that subspace learning is an effective method for
aging feature representation [9], [14]. These studies can be
divided into two categories based on different subspace learn-
ing techniques. The first one is to generate the components
of the compact representation from the original feature space
by a feature transformation algorithm. Geng et al. [15], [16]
proposed to define an image sequence of one subject as an
aging pattern based on principal component analysis, and age
estimation is performed by searching the proper position at
aging patterns. Later, Geng et al. [17] extended it into a non-
linear aging subspace. Instead of learning a specific aging
pattern for each individual, Fu and Huang [9] learned a com-
mon aging pattern or trend for many individuals via manifold
learning. Guo and Mu [18] used the kernel partial least squares
regression to simultaneously reduce feature dimensionality and
learn an aging function for age estimation. Chen and Hsu [19]
learned a set of ranking features by feature transformation,
where a sequence of constrained optimization problems are
solved. The second one is to directly select a feature subset
from all the original features by a feature selection algorithm.
Comparing with feature transformation, feature selection keeps
the same space with the input data, thus it has better inter-
pretability for age estimation. Ricanek et al. [20] proposed
a generalized multiethnic age estimation technique, which
makes use of the least angle regression (LAR) [21] to select a
subset of aging features. Shan [22] adopted Adaboost to learn
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Fig. 1. Illustration of the idea of learning ordinal discriminative features
for facial age estimation, in which Age b denotes the age label of the facial
image, b = 1, 5, 10, and 20.

discriminative local aging features, and utilized support vector
machine (SVM) as the classifier to predict the age. Recently,
Yang et al. [14] employed the RankBoost algorithm [23] to
conduct feature selection, which takes age estimation as a
ranking problem.

After obtaining a feature representation, the next step
is to estimate the age. Since the age is usually approxi-
mated by an integer, age estimation can be converted into
a multiclass classification problem [1], [24] or a regression
problem [5], [25], [26]. Due to the temporal property of the
aging process, facial images should display certain ordinal
pattern in the aging feature space. For example, the face
of a five-year-old person is much more similar to the face
of a ten-year-old one than the face of a 30-year-old one.
Based on the ordinal characteristic of aging faces, some meth-
ods regard age estimation as a ranking problem [27]–[29].
Chang et al. [28] employed a parallel hyperplanes model to
reduce the age estimation problem into a set of simpler binary
questions, and combined the binary decisions to predict the
age. Later, instead of building the parallel hyperplanes model,
Chang et al. [27] converted the age estimation into a series of
subproblems of binary classifications according to the ordinal
relationship, and introduced a cost-sensitive property to further
improve the performance.

In this paper, we propose a novel age estimation method.
Our goal is to learn a low-dimensional aging feature represen-
tation by feature selection, which can depict the local manifold
structure of facial images and preserve the ordinal relation-
ship among aging faces, so that the compact representation
can better describe a facial aging process from a baby, child,
growing up, and to an old person [30]. Fig. 1 simply illustrates
the motivation of the proposed idea. The facial images lie on
a 2-D manifold with four different age labels. Although the
feature p1 is the optimal feature for classification and clus-
tering tasks because of its stronger ability of separation, it
cannot keep the ordinal relationship of the data. We can see
that p1 cannot discriminate A1 group accurately. To keep both
the ordinal information and the local manifold structure, the
feature p2 is more preferable obviously. Our goal is to find

p2 for age estimation. In a high-dimensional aging feature
space, good features not only need to preserve both the local
manifold structure and the ordinal information among aging
faces, but also should be independent as much as possible. In
addition, many studies have shown that eliminating redundant
features can bring with performance improvement [31], [32].
In light of these factors, we first measure the ability of each
feature in preserving the local structure and the ordinal infor-
mation, respectively. We also define nonlinear correlation and
rank correlation to measure the redundant geometrical and
ordinal information among the features respectively. Based on
these definitions, we formulate the feature selection problem
into finding a subset of features, which can maximally pre-
serve both the locality and the ordinal information of the facial
images. In format, the objective function is similar to linear
discriminant analysis [33]. In practice, the cost of manually
labeling facial aging images may be very high, and at the
same time substantive unlabeled data is often easily accessi-
ble, thus we further extend this paper into a semi-supervised
feature selection method for age estimation. Finally, we adopt
a supervised age estimation technique, and also develop a
semi-supervised age estimation algorithm to predict the age
based on the low-dimensional aging features learned by our
feature selection methods, respectively. This paper is different
from [9] and [34]. The idea of [9] is to learn a feature trans-
formation to preserve the manifold structure of facial images.
Liu et al. [34] focused on learn a regression model to preserve
the manifold structure and ordinal information of the data. The
main contributions of this paper are summarized as follows.

1) We propose a novel supervised feature selection method
for human age estimation, which aims to preserve both
the ordinal information and the geometrical informa-
tion as much as possible. The ordinal information can
guarantee that the selected features have a good ordinal
discriminative ability, and the geometrical information
can assure that the data points represented by the
selected features are smooth on the manifold.

2) A semi-supervised feature selection method is devised
by exploiting the underlying structural information of
the unlabeled data, which makes the proposed feature
selection method fit in well with the real-world scenarios.

3) We further develop a semi-supervised age estimation
algorithm by adding a manifold regularization, such
that the decision function is smooth on the manifold.
Therefore, the structure information of both the labeled
data and the unlabeled data can be well exploited in the
design of the age estimation algorithm.

II. LEARNING ORDINAL DISCRIMINANT FEATURES

Since the face aging process is a typical ordinal procedure
in temporal dimension, and the high-dimensional facial
images usually lie on or close to a low-dimensional local
manifold, we present to learn ordinal discriminant features
for age estimation, in which both the ordinal information
and the geometrical information of the facial aging images
are considered to be preserved. The ordinal information
tries to guarantee that the selected aging features have a
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good ordinal discriminative ability, while the geometrical
information assures that the data points represented by the
selected features are smooth on the manifold.

Suppose that Q = {(x1, l1), . . . , (xN, lN)} is a training set of
facial images, where xi ∈ R

M and li ∈ N are the facial feature
representation and the age label of the ith person, respectively.
Let P = {p1, . . . , pM} denote the whole feature set, where pu

is the uth feature. Our goal is to find a feature subset with d
features from P , which can preserve the ordinal aging pattern,
as well as the intrinsic geometric structure of facial images.

A. Preserving Locality and Ordinal Information (PLO)

In order to preserve both the local manifold structure of the
facial images and the ordinal information among the images
groups having different age labels, we formulate the objective
function as

max J1(y1, . . . , yM) =
M∑

u=1

wL
uyu + η

M∑

u=1

wR
u yu

s.t.
M∑

u=1

yu = d, yu ∈ {0, 1}, u = 1, . . . , M (1)

where wL
u is the importance of feature pu in preserving the

local manifold of the images, and wR
u is the importance of fea-

ture pu in keeping the ordinal information among the facial
images. yu = 1 (or 0) indicates that the feature pu is selected
(or not). M is the number of the original features, and d is the
number of the selected features. η is a parameter to balance
the importance of the local manifold structure and that of the
ordinal pattern. The first term of the objective function in (1)
intends to preserve the intrinsic geometric structure informa-
tion, and the second term aims to keep the ordinal information
of the observations. By maximizing these two terms jointly, the
selected features can preserve well both kinds of information.

Next, we will show how to derive the importance of each
feature in preserving the above two kinds of information,
respectively.

1) Importance of Preserving Locality: Since facial images
lie on or close to a low-dimensional local manifold, it is nec-
essary to preserve the local manifold structure of the data in
the selected feature space. In the feature space of the images,
a “good” feature should guarantee two facial images are as
close as possible only if the two images are two neighbor-
hood points in the original space. In order to evaluate whether
a feature is good or not, a reasonable criterion is introduced
as in [35]

Lu =
∑

i,j(pu,i − pu,j)
2Ai,j

Var(pu)
(2)

where pu,i and pu,j denote the uth feature observation values
of the ith sample and the jth sample, respectively. Var(pu) is
the variance of feature pu in the data manifold M. A is an
N × N adjacency matrix, and it can be constructed by a
neighborhood graph. The adjacency matrix is defined as

Ai,j =
⎧
⎨

⎩
exp

(
− d(xi,xj)

2

2σ

)
if j ∈ Ni and i ∈ Nj

0 otherwise

where d(xi, xj) denotes the Euclidean distance between
xi and xj. Ni denotes the index set of the K nearest neighbors
of xi, and σ is empirically set by σ = ∑N

i=1 d(xi, xiK )/N,
where xiK is the Kth nearest neighbor of xi.

The criterion of constructing the adjacency matrix A adopts
the “and” hypothesis, which means two facial images are
connected if and only if they are neighbors to each other.
A similar idea has been presented by [34] and [36]: they con-
structed a symmetry-favored graph by putting more weight
on the connection agreed by both data points, and such a
setting is more reliable than the K graph adopting the “or”
hypothesis.

After calculating Lu by (2), we prefer those features with a
smaller Lu. The smaller Lu is, the stronger the ability of feature
pu in locality preservation is. We thus define the importance
of feature pu in preserving the local information as

wL
u = 1

Lu
, u = 1, . . . , M. (3)

2) Importance of Keeping Ordinal Information: Since the
aging process is a typical ordinal dynamic processing in
temporal domain, we thus hope to select such features that
maximally keep the ordinal information in addition to the local
information. To this end, we first uniformly split the training
set Q into two parts: 1) the subset Q1 = {(xi, li)}, i = 1, . . . , Ñ
and 2) the subset Q2 = {(xi, li)}, i = Ñ + 1, . . . , N. Based on
Q1, we train a ranking SVM model [37] for each feature. Thus
there are M ranking models in total. We then evaluate each
model on Q2, and obtain M corresponding prediction score
lists, {L̂1, . . . , L̂M}. Finally, we utilize an evaluation measure
to calculate the similarity between each predicted list and the
real age label list, and take the similarity score as the impor-
tance of the feature in keeping the ordinal information. The
similarity between two lists is measured by Kendall τ [38],
which is demonstrated to be a good similarity measurement
for ranking. The Kendall τ value between two lists can be
calculated as

τ(L̂u,L) =
∑N

i,j=Ñ+1,i �=j�(l̂u,i − l̂u,j)(li − lj)�

(N − Ñ)(N − Ñ − 1)
(4)

where �•� is 1 if the inner condition is positive, and 0 oth-

erwise. l̂u,i is the prediction score of the ith sample in L̂u.
L = {lÑ+1, . . . , lN} is the real age list of Q2, and li is the real
age label of the ith sample.

Clearly, the more similar the prediction list and the real age
label list is, the stronger the ability of the feature in keeping the
ordinal information is. We thus define the ordinal information
preservation importance of the feature pu as

wR
u = τ(L̂u,L), u = 1, . . . , M. (5)

B. Removing Redundancy Among Features

The feature subset learned based on the objective
function (1) might have substantial redundancy including
locality redundancy and ordinal information redundancy.
Consequently, to eliminate such redundancy among features,
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we propose a new objective function as

min J2(y1, . . . , yM) =
M∑

u,v=1
u �=v

(
sL

u,v + λsR
u,v

)
yuyv

s.t.
M∑

u=1

yu = d, yu ∈ {0, 1}, u = 1, . . . , M (6)

where λ is a weighting factor, sL
u,v denotes the redundant local

information between pu and pv, and sR
u,v denotes the redundant

ordinal information between pu and pv. By minimizing these
two terms jointly, the selected features will contain minimal
redundant information.

Since local manifold is a kind of nonlinear structure, we
take advantage of nonlinear correlation to measure the redun-
dant local information between two features. Meanwhile, we
employ ranking correlation to measure the redundant ordinal
information. In the following, we will discuss how to cal-
culate nonlinear correlation and ranking correlation in detail,
respectively.

1) Nonlinear Correlation: We take advantage of the nonlin-
ear correlation coefficient (NCC) [39] to evaluate the redun-
dant geometrical information between two features. Without
loss of generality, we will take features pu = {pu,i}N

i=1 and
pv = {pv,i}N

i=1 as an example, where N is the number of the
training data. Assume that the values of each feature are sorted
in ascending order. For each feature, we put the sorted values
into b ranks, i.e., put the first N/b samples into the first rank
and the second N/b samples into the second rank, and so on.
Then all the samples pairs {(pu,i, pv,i)}N

i=1 can be placed into
the b×b 2-D rank grids by comparing the sample pairs to the
rank sequences of pu and pv. Then the NCC is defined as

NCC (pu, pv) = −
b∑

i=1

(nu,i

N
logb

nu,i

N
+ nv,i

N
logb

nv,i

N

)

+
b∑

i=1

b∑

j=1

ni,j

N
logb

ni,j

N
(7)

where nu,i and nv,i are the number of the samples in the ith
ranks of pu and pv, respectively, and ni,j is the number of
the samples distributed in the ijth rank grid. Note that the
first term and the second term in (7) are the revised entropies
of pu and pv, respectively. The last term is the revised joint
entropy of pu and pv. Thus, the NCC can be deemed as the
revised mutual information.

After obtaining the NCC, we measure redundant local
information between pu and pv by

sL
u,v = NCC(pu, pv), u, v = 1, . . . , M, u �= v. (8)

2) Ranking Correlation: Similarly, we also try to eliminate
redundant ordinal information among features. Ranking corre-
lation can be used to describe the kind of redundancy between
two features. According to Section II-A2, we have acquired
M prediction lists, {L̂u}, u = 1, . . . , M. We then define the
ranking correlation based on the M prediction lists as

RC(pu, pv) =
∑N

i,j=Ñ+1,i �=j�(l̂u,i − l̂u,j)(l̂v,i − l̂v,j)�

(N − Ñ)(N − Ñ − 1)
. (9)

Based on the above definition, the redundant ordinal infor-
mation can be calculated as

sR
u,v = RC(pu, pv), u, v = 1, . . . , M, u �= v. (10)

C. Optimization Procedure

To preserve the local manifold structure and the ordinal
information, and remove the corresponding redundant infor-
mation, we combine the objective function (1) with (6), and
formulate them into a unified optimization problem as

max J = J1

J2
=

∑M
u=1

(
wL

u + ηwR
u

)
yu

∑M
u,v=1
u �=v

(
sL

u,v + λsR
u,v

)
yuyv

s.t.
M∑

u=1

yu = d, yu ∈ {0, 1}, u = 1, . . . , M. (11)

From (11), we can see that maximizing J is equivalent to
maximizing J1 and minimizing J2, so we can obtain the desired
feature subset. In format, it is similar to linear discriminant
analysis [33].

The optimization in (11) is a typical 0–1 integer program-
ming problem. When the original feature dimension M is
high, it is difficult to find its optimal solution by exhaustive
search, due to huge computation cost, O(Cd

M). Next, we adopt
a sequential optimization scheme to select the most informa-
tive feature subset. Suppose that k(k ≥ 0) features have been
selected into the candidate set �k

�k = {g(1), . . . , g(k)}
where g(i) denotes the index of the ith selected feature, and
it has the following conditions:

{
g(i) ∈ {1, . . . , M}, 1 ≤ i ≤ k
g(i) �= g( j), 1 ≤ i �= j ≤ k.

Then, the (k + 1)th feature can be selected by solving the
following problem:

g(k + 1) = arg max
h �∈�k

U(h)/V(h)

where

U(h) =
k∑

i=1

(
wL

g(i) + ηwR
g(i)

)
+ (

wL
h + ηwR

h

)

V(h) =
k∑

i,j=1,i �=j

(
sL

g(i),g( j) + λsR
g(i),g( j)

)

+
k∑

i=1

(
sL

g(i),h + λsR
g(i),h

)
.

Initially

g(1) = arg max
h∈{1,...,M}

(
wL

h + ηwR
h

)
.

Once g(k + 1) is obtained, the candidate set �k+1 can be
updated as

�k+1 = �k ∪ g(k + 1) = {g(1), . . . , g(k), g(k + 1)}.
The proposed supervised feature selection algorithm is

summarized as in Table I.
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TABLE I
PROPOSED LEARNING ORDINAL DISCRIMINANT FEATURES

ALGORITHM

D. Extension to Semi-Supervised Feature Selection Method

In age estimation, it is often expensive to collect the labeled
facial images. Meanwhile, the unlabeled images are relatively
easy to get, and might be helpful for discovering the intrin-
sic geometric distribution of the facial images. Thus, we
further extend our supervised feature selection method to a
semi-supervised learning method.

Before explaining how to extend our method, we first ana-
lyze the nature of (11). When the parameters η = λ = 0,
the objective function J aims at preserving the local manifold
structure as much as possible. Then our method becomes an
unsupervised learning method, because it does not use any
age label information. When η = λ = +∞, J aims to maxi-
mally keep the ordinal pattern of the facial images, and it is a
supervised one because of incorporating age label information
into the process of the learning. When 0 < η, λ < +∞, both
the local manifold structure and the ordinal information are
leveraged. Then it is still a supervised learning method. Based
on the above analysis, we can easily extend our model into a
semi-supervised one.

Let � = {x1, . . . , xN} ⊂ R
M denote the training set,

which consists of N data points in an M-dimensional space.
We assume that the first Nl images within � are labeled by
LNl = {l1, . . . , lNl}, and the rest are unlabeled. For conve-
nience, we denote the collection of the labeled images by
�Nl = {x1, . . . , xNl}, and the unlabeled images by �Nu =
{xNl+1, . . . , xN}, such that � = {�Nl , �Nu}. In order to
learn ordinal discriminant features based on both the labeled
and unlabeled facial images, we propose a similar objective
function with (11) as

max Ĵ(y1, . . . , yM) =
∑M

u=1

(
ŵ L

u + ηŵ R
u

)
yu

∑M
u,v=1
u �=v

(
ŝ L

u,v + λ̂s R
u,v

)
yuyv

s.t.
M∑

u=1

yu = d, yu ∈ {0, 1}, u = 1, . . . , M (12)

where ŵ L
u and ŝ L

u,v, respectively, measure the locality preser-
vation importance of pu and the redundant local information
between pu and pv on the entire training data �. ŵ R

u and ŝR
u,v,

respectively, measure the importance of pu in preserving ordi-
nal information and the redundant ordinal information between
pu and pv on the labeled image set �Nl . Thus, maximiz-
ing Ĵ can preserve both the intrinsic geometric structure of
the whole training set � and the ordinal aging pattern of
the labeled image set �Nl well. Comparing (12) with (11),
we can see that the only difference lies in the number of
the images that are used for measuring the locality preser-
vation importance of the feature and the redundant local
information between features. Thus, our supervised learning
method can be easily realized in a semi-supervised learning
mode. The solution to this optimization problem (12) is the
same as (11).

III. RANKING ON ORDINAL FEATURE REPRESENTATION

After finding the new low-dimensional aging feature rep-
resentation {̂x1, . . . , x̂N}, x̂i ∈ R

d, we take advantage of a
ranking model to predict the age. In this paper, we adopt
the ordinal hyperplanes ranker (OHRank) [27] model as the
age estimator. Based on OHRank, we further propose a
semi-supervised OHRank model.

A. OHRank

OHRank employs relative ordinal information among ages,
and converts age estimation into a series of subproblems of
binary classifications according to the ordinal property. In
OHRank, age label li of each facial image is used as a rank
order, li ∈ {1, . . . ,K}, where K is the number of labels. Given
a query: “Is the age of the face older than age k,” the age
estimation task becomes a binary classification problem to
determine which face is older. The dataset is then separated
into two subset, D+

k and D−
k

Dk =
{

D+
k = {(̂xi,+1)|li > k}

D−
k = {(̂xi,−1)|li ≤ k}.

Based on the new data set Dk, OHRank uses a reweighted
SVM to solve the kth bi-class classification

min
wk,bk,ξ

1

2
‖wk‖2

2 + C
∑

i

ck(i)ξi

s.t. yk(i)
(
wT

k φk (̂xi) + bk
) ≥ 1 − ξi, ξi ≥ 0, ∀i (13)

where ck(i) is the cost function of misclassifying x̂i in the
kth subproblem. We use an absolute cost function to represent
ck(i), due to its better performance (please refer to [27] for
the details of the cost function). yk(i) = +1 if x̂i ∈ D+

k and
yk(i) = −1 if x̂i ∈ D−

k . φk is an implicit mapping in the Hilbert
space. wk and bk are the hyperplane parameters in the implicit
feature space defined by φk.

Then the decision function fk (̂x), used to classify whether x̂
is larger than age k, is defined as

fk (̂x) = wT
k φk (̂x) + bk. (14)
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After training a classifier for each age label k, the age l of
any data point x̂ is determined as follows:

l(̂x) = 1 +
K−1∑

k=1

� fk (̂x) > 0�. (15)

B. Semi-Supervised OHRank

In order to incorporate the information embedded in the
unlabel images into the learning process of OHRank, we
develop a semi-supervised OHRank. We name it semi-
OHRank for short. In the semi-OHRank, we assume that
the first Nl images in � are labeled, and the rest Nu

images are unlabeled. Following the framework of mani-
fold regularization [40], the semi-supervised OHRank can
be obtained by penalizing a regularization term for the kth
classifier

min
wk,bk,ξ

1

2
‖wk‖2

2 + C
Nl∑

i=1

ck(i)ξi + ρ‖fk‖2
M

s.t. yk(i)(w
T
k φk (̂xi) + bk) ≥ 1 − ξi, i = 1, . . . , Nl (16)

ξi ≥ 0, i = 1, . . . , Nl

where ρ is a trade-off parameter satisfying ρ ≥ 0. ‖fk‖2
M is

a manifold regularization term, and is defined as

‖fk‖2
M =

Nl+Nu∑

i,j=1

Wij
(

fk (̂xi) − fk (̂xj)
)2 = fT

k Lfk

where Wij is the edge weight defined on a pair of original input
data nodes (xi, xj) of the adjacency graph. L = D − W is the
graph Laplacian, and D is the diagonal matrix given by Dii =∑Nl+Nu

j=1 Wij. fk = [fk (̂x1), . . . , fk (̂xNl+Nu)]
T denotes the deci-

sion function values for age label k over both the labeled and
the unlabeled images, and here fk (̂x) = wT

k φk (̂x)+ bk. In (16),

minimizing the regularization term ‖wk‖2
2 aims to maximize

the margin of the kth bi-class classification. Different from
‖wk‖2

2, minimizing the term ‖fk‖2
M plays the role of making

the decision function fk(x) smooth on the manifold. In other
words, minimizing ‖fk‖2

M is to make fk(xi) and fk(xj) close
in the decision space if xi and xj are close in the input space.

According to the representer theorem [41], wk can be
expressed as the expansion over �

wk =
Nl+Nu∑

i=1

αk
i φk (̂xi) = �kααα

k (17)

where �k = [φk (̂x1), . . . , φk (̂xNl+Nu)], and αααk =
[αk

1, . . . , α
k
Nl+Nu

]T . Based on (17), the decision function fk (̂x)

can be rewritten as

fk (̂x) =
Nl+Nu∑

i=1

αk
i Kk (̂xi, x̂) + bk (18)

where Kk is the kernel matrix formed by kernel functions
Kk (̂xi, x̂j) = 〈φk (̂xi), φk (̂xj)〉.

Based on (17) and (18), we can rewrite the manifold
regularization term ‖fk‖2

M
‖fk‖2

M = fT
k Lfk = (αααk)TKkLKkααα

k. (19)

TABLE II
SUMMARY OF EXPERIMENTAL DATASETS. FEATURE, #SIZE, #DIM, AND

#AGE CLASS DENOTE THE EXTRACTED FEATURE TYPE, THE NUMBER

OF SAMPLES, THE NUMBER OF FEATURES, AND THE NUMBER

OF AGE CATEGORIES, RESPECTIVELY

Substituting (17) and (19) into (16), the objective func-
tion (16) becomes

min
αααk,ξ

1

2
(αααk)TKkααα

k + C
Nl∑

i=1

ck(i)ξi + ρ(αααk)TKkLKkααα
k

s.t. yk(i)

⎛

⎝
Nl+Nu∑

j=1

αk
j Kk (̂xi, x̂j) + bk

⎞

⎠ ≥ 1 − ξi

i = 1, . . . , Nlξi ≥ 0, i = 1, . . . , Nl. (20)

In order to efficiently solve the optimization problem (20),
we introduce the following lemma.

Lemma 1: The dual problem of (20) can be written as

max
βββk

Nl∑

i=1

βk
i − 1

2

Nl∑

i,j=1

yk(i)yk( j)βk
i βk

j Ki
kA−1

k (Kj
k)

T

s.t. 0 ≤ βk
i ≤ C · ck(i), i = 1, . . . , Nl

Nl∑

i=1

βk
i yk(i) = 0 (21)

where Ak = (Kk + 2ρKkLKk), and βββk = [βk
1, . . . , βk

Nl
]T .

Ki
k is the ith row of the kernel matrix Kk.
Lemma 1 can be easily verified using the Lagrange theory.

We give the proof of Lemma 1 in the Appendix. The objec-
tive function (21) is a convex quadratic programming problem
with linear constraints. Some standard algorithms, such as the
conjugate gradient method, can be employed to solve this
problem. Then we can obtain the decision function fk (̂x) by
substituting αααk into (18) (refer to [42] for the method of cal-
culating bk). For a new test image, we can easily determine
its age by (15).

IV. EXPERIMENTAL RESULTS

In this section, we investigate the performance of the pro-
posed method on three public available datasets: 1) the FACES
dataset [43]; 2) the Images of Groups dataset [44]; and 3) the
FG-NET aging dataset.1 The details of the datasets used in
the experiments are summarized in Table II.

To further evaluate the performance of the proposed feature
selection method for age estimation, we compare it with six
related feature selection approaches.

1) FS-ED [47]: It is designed for ranking, which aims
to select a subset of highly ordinal discriminating fea-
tures over relevance categories based on the expected
divergence.

1http://www.fgnet.rsunit.com/

http://www.fgnet.rsunit.com/
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Fig. 2. Examples of facial aging images with different expressions. Each
individual faces have significant expression changes (see each row) but with
the same ground truth age (30 and 70 years old, respectively).

2) LAR [20]: It is a regression algorithm, which aims at
finding some effective aging features for age estimation.

3) RankBoost [14]: Its goal is to select aging features to
keep the ordinal information for each individual.

4) Laplacian Score [35]: It aims at preserving the under-
lying manifold structure in the selected feature space.

5) Fisher Score [33]: It selects those features to make the
distances between data points of different classes are
as large as possible, while the distances between data
points of the same class are minimized.

6) Adaboost [48]: It learns a small number of weak classi-
fiers, and boosts them iteratively into a strong classifier
of higher accuracy.

We name our algorithm as PLO. We also verify the
effectiveness of our semi-supervised feature selection method
combined with the semi-supervised OHRank, which we call
semi-PLO.

Following [30], we vary the number of the selected features
from 10 to 150 with an incremental step of 10. In OHRank
and semi-supervised OHRank, the RBF kernel is used with
the default value of gamma, and the regularization parameter
C is chosen by cross validation. The parameters η, λ, and ρ in
our method are also chosen by cross validation. The number
of the nearest neighbors K for constructing the neighborhood
graph is set to 10 in the experiments. The performance of age
estimation is measured by the mean absolute error (MAE),
which can be calculated by: MAE = ∑Ntest

i=1 | l̂i − li | /Ntest,

where li is the ground truth age for the ith test image, and l̂i
is the estimated age. Ntest is the number of test images.

A. Experiments on the FACES Dataset

This dataset provides both age and facial expressions with
ground truth labels, which is first introduced in [45] for study-
ing the human age estimation under different facial expres-
sions. It has two sets, and each set contains 171 individuals
with six expressions (anger, happiness, disgust, neutrality, sad-
ness, and fear) for each person in frontal view. Because the two
sets are almost the same, we only use one set like [45]. Fig. 2
shows some examples taken from this dataset. As in [45],
biologically-inspired features (BIF) [49] is extracted for rep-
resenting facial images. We adopt fivefold cross validation test
strategy, and report the average result.

Table III shows the best experimental results of different
algorithms, as well as the corresponding optimal numbers of
the selected features that are listed in the brackets of the first

TABLE III
MAES COMPARISON OF DIFFERENT FEATURE SELECTION

ALGORITHMS ON THE FACES DATASET

TABLE IV
MAES COMPARISON OF PLO AND [45] ON “HAPPY,” “NEUTRAL,”

AND FROM “HAPPY” TO “NEUTRAL”

column. PLO achieves the best performance among all the fea-
ture selection methods. For example, our method brings about
3% relative deduction of MAEs over Rankboost that obtains
the second best result in Table III. FS-ED and RankBoost
are two ranking algorithms. Although they can preserve the
ordinal information of the facial images, they ignore the local
structure of the data. LAR is a regression algorithm. It can
preserve the ordinal relationship of the data to some extent,
but it does not consider preserving the local structure, either.
Laplacian score is an unsupervised feature selection method,
which aims to capture the intrinsic local structure of the data,
but it does not take account of the ordinal information of the
data. Fisher score and Adaboost are two classification meth-
ods. The proposed method attempts to simultaneously preserve
the ordinal information and the local manifold structure of the
facial images in the selected feature space, which is of great
importance for age estimation.

We also make a comparison with [45] that studies age
estimation under different facial expressions on this dataset.
Guo and Wang [45] selected two different kinds of facial
expressions in each group of experiments. Based on the exper-
imental results, they arrive at a conclusion that there exists
significant influence of expressions on age estimation. In [45],
the best result is 8.11, which is obtained by using the “happy”
expression data as the training data and the “neutral” expres-
sion data as the testing data. Following the experimental
setting of [45], we applied PLO to only neutral, happy, and
from happy to neutral, respectively. The results are listed
in Table IV. From Table IV, we can see PLO significantly
outperforms [45] under all the cases, which indicates that our
method can effectively estimate facial ages under both the
same expression and different expressions.

In order to investigate how the performance is influenced
by the number of the selected features, we plot the curves of
MAE versus the number of the selected features in Fig. 3.
PLO outperforms the other methods under all the dimensions
except Rankboost. PLO achieves better results than Rankboost
under most of the dimensions, especially when the number of
the selected number is large. We note that when the feature
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Fig. 3. MAE versus the number of the selected features on the FACES
dataset.

(a)

(b)

Fig. 4. 2-D visualization of (a) and (b) selecting two most important features
by our feature selection method. The color of the point represents age with
blue being the youngest and red being the oldest.

dimension is less than or equal to 40, PLO performs worse
than Rankboost. This is because that the facial images lie on
a higher dimensional manifold, while the lower dimensional
feature subset cannot represent the manifold structure suffi-
ciently, which degrades the performance of PLO. It is feasible
to mitigate this effect by adjusting η to lower its weight in the
objective function (11).

In addition, we perform a 2-D visualization to demonstrate
the effectiveness of PLO. We first randomly select 300 images
as the training data to find the first two features based on (12).
Then all the training images are represented by the two fea-
tures, and are plotted in Fig. 4(a). Similarly, we use the
selected two features to represent the rest testing data, and
plot them in Fig. 4(b). In Fig. 4, each point represents an
individual. The color of the point represents age with blue
being the youngest and red being the oldest. We can see that
the red points and the blue points are mainly distributed in the
left and right parts of Fig. 4(a) and (b), respectively. And most
of the yellow points representing middle-aged individuals are
scattered in the middle part of Fig. 4(a) and (b). Therefore, a
rough age pattern or trend can be discovered just relying on
two features extracted by our method.

Fig. 5. MAEs of semi-PLO under different sizes of the labeled images.

Fig. 6. Examples of facial aging images in the Images of Groups dataset.

Finally, we evaluate the effectiveness of the proposed
semi-PLO method. In this experiment, semi-PLO respectively
randomly selects 50% and 70% images from the original train-
ing data mentioned above as the labeled images, and uses the
rest training data as the unlabeled images. The testing data is
kept unchanged. In order to verify its effectiveness, we also
test the performance of PLO that uses the same labeled images
with semi-PLO as its new training data. We set the number
of the selected features to 150 which is the optimal number
in PLO on this dataset. Fig. 5 shows the experimental result.
By taking advantage of the underlying structure information
of the unlabeled images, semi-PLO consistently outperforms
PLO under different sizes of the labeled data. In addition, we
note that only using 70% of the original training data as the
labeled images, the result of semi-PLO is better than that of
Rankboost using all the original training data, which further
demonstrates the effectiveness of semi-PLO.

B. Experiments on the Images of Groups Dataset

Images of Groups dataset consists of 28 231 faces from
5080 Flickr images, which has been widely used for age
range estimation [41]. Seven age categories are considered:
1) 0–2; 2) 3–7; 3) 8–12; 4) 13–19; 5) 20–36; 6) 37–65; and
7) 66+, roughly corresponding to different life stages, which
are respectively labeled as 1, 2, . . . , 7. Each facial image is
normalized to 61 × 49 pixels based on eye centers. Some
typical aging face images in this dataset are shown in Fig. 6.
Since the facial images are downloaded from web, the quality
of many of them is extremely low. We thus pick out 9000 high
quality images used for the experiments. We randomly select
7000/2000 images as the training/testing data. In the training
data, 6000 images are randomly chosen as the labeled images,
and the rest 1000 images are used as the unlabeled images.
The 600-D gist features that the database itself provides are
used to represent the facial images.2

2http://chenlab.ece.cornell.edu/people/Andy/ImagesOfGroups.html

http://chenlab.ece.cornell.edu/people/Andy/ImagesOfGroups.html


This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LI et al.: HUMAN AGE ESTIMATION BASED ON LOCALITY AND ORDINAL INFORMATION 9

TABLE V
MAES COMPARISON OF DIFFERENT FEATURE SELECTION

ALGORITHMS ON THE IMAGES OF GROUPS DATASET

Fig. 7. MAE versus different feature numbers on the Images of Group
dataset.

We first report the best result of each algorithm listed
in Table V. PLO obtains better performance than all the
other feature selection methods. We also compare our PLO
with [22] that utilizes Adaboost combined with SVM to pre-
dict age on this dataset. Comparing with [22], PLO achieves
13.3% relative improvement. In addition, we also observe that
PLO, RankBoost, LAR, and FS-ED have better performance
than Laplacian Score, Fisher Score, and Adaboost. The rea-
son is that the ranking or regression based algorithms take
advantage of the ordinal relationship among aging faces. This
shows that preserving ordinal information is important for age
estimation.

We also investigate the influence of different numbers of the
selected features on the performance of different algorithms for
age estimation. The result is shown in Fig. 7. PLO outperforms
all the other methods under almost all the dimensions except
LAR. LAR reaches the best result quickly, which just needs
70 dimensions. Our method has the lowest estimation error,
and outperforms LAR in most of the cases.

The images of this dataset are from web images, so it
is meaningful to perform deep experimental analysis to the
proposed method. In objective function (12), there are four
components.

1) Only maximizing the first term of the numerator means
preserving the local manifold structure.

2) Only maximizing the second term of the numerator
intends to keep the ordinal information.

3) Only minimizing the first term of the denominator indi-
cates that we select features by eliminating redundant
local information.

Fig. 8. Verify the effectiveness of each component in PLO on the Images
of Group dataset.

4) Only minimizing the second term of the denomina-
tor aims to remove the features with redundant ordinal
information.

We test the effectiveness of only preserving the locality
information, only keeping the ordinal information, preserv-
ing both the two kinds of information with no consideration
of removing the redundancy, only removing local information
redundancy, only removing ordinal information redundancy,
and only removing both kinds of information redundancy,
which are respectively named PLO_PL, PLO_PO, PLO_POL,
PLO_RL, PLO_RO, and PLO_ROL. The number of the
selected features is set to 150 in the experiment.

The results are shown in Fig. 8. PLO_PO is superior to
PLO_PL. It implies that keeping ordinal information is more
important than preserving locality information for age estima-
tion. Moreover, PLO_POL achieves better result than PLO_PL
and PLO_PO. It means that simultaneously preserving both
kinds of information is good for age estimation. PLO_RL
obtains better performance than PLO_RO. It shows that
eliminating local information redundancy is more important
than eliminating ordinal information redundancy. Meanwhile,
PLO_ROL outperforms PLO_RL and PLO_RO, which indi-
cates that eliminating both kinds of information redundancy is
beneficial for age estimation. In addition, PLO_POL outper-
forming PLO_ROL demonstrates that preserving both kinds
of information is more important than eliminating redun-
dant information. Finally, the combination of PLO_POL and
PLO_ROL, i.e., PLO, significantly improves the performance,
which shows that the combination is effective. In other words,
the mixture of the four components causes a good chemical
reaction.

We verify the effectiveness of the proposed semi-supervised
feature selection method and semi-supervised age estima-
tion algorithm semi-OHRank on this bigger dataset, respec-
tively. The number of the selected features is set to 150.
We perform two groups of experiments in this dataset: our
supervised feature selection method and semi-OHRank are
jointly used to estimate the age as the first experiment.
We name it PLO_SO; we use the proposed semi-supervised
feature selection method combined with semi-OHRank, i.e.,
semi-PLO, to predict the age as the second experiment.
The result is plotted in Fig. 9. By integrating a manifold
regularization into the OHRank, the result of PLO_SO is
superior to that of PLO, which indicates that the proposed
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Fig. 9. Verify the effectiveness of both the proposed semi-supervised
feature selection method and the semi-supervised age estimation algorithm
semi-OHRank on the Images of Group dataset.

(a) (b) (c)

Fig. 10. MAEs of semi-PLO with different parameters on the Images
of Groups dataset. (a) Vary η, λ, and fix ρ. (b) Vary η, ρ, and fix λ.
(c) Vary λ, ρ, and fix η.

semi-OHRank is effective for age estimation. By incorporat-
ing the local structure information embedded in the unlabeled
images into the process of feature selection, semi-PLO further
improves the performance over PLO_SO, which shows that
the proposed semi-supervised feature selection method is also
effective.

In our method, there are three main parameters: η, λ, and ρ.
We study the sensitiveness of these parameters in our algo-
rithm. Fig. 10 shows the results. We can see that our method
is not sensitive to η, λ, and ρ with wide ranges.

C. Experiments on the FG-NET Aging Dataset

The FG-NET aging dataset contains 1002 face images with
large variations in pose, expression and lighting, which is a
popular dataset for studying age estimation [16], [27], [30].
There are 82 subjects in total with the age ranges from
0 to 69 years old. Since the facial images with high ages in
the collection are scarce, it is extremely challenging to build
an accurate age estimator for predicting the exact age of old
people. Therefore, we conduct age range estimation in this
dataset. We divide the dataset into 11 age groups, and show
the details in Table VI. We use BIF as in [25] to represent the
facial images, and adopt fivefold cross validation to evaluate
the performance in the experiment.

Table VII shows the best MAE results of different algo-
rithms with the optimal numbers of the selected features. The
optimal numbers of the selected features are listed in the
brackets of the first column in Table VII. We can see that
PLO obtains the lowest MAEs score. By leveraging the ordi-
nal information with the locality information, PLO achieves

TABLE VI
AGE GROUP DISTRIBUTION IN THE FG-NET AGING DATASET

TABLE VII
MAES OF DIFFERENT ALGORITHMS ON THE

FG-NET DATASET

Fig. 11. MAE versus the number of the selected features on the FG-NET
aging dataset.

6.7% relative error reduction over Rankboost that obtains the
second best results in Table VII.

Fig. 11 reports the influence of the different numbers of the
selected features on the age estimation. We can come to the
same conclusion with Section IV-A.

In this dataset, we verify the improvement by fusing differ-
ent kinds of facial features for age estimation on the FG-NET
aging dataset. In the experiments, we extracted two kinds of
features from each facial image: 3208-D BIF and 2048-D
gist features. After that, we apply PLO to the two kinds of
features, respectively. The reduced dimension is set to 150.
At the stage of testing, we first estimate the ages lbif and
lgist for each testing image x based on BIF and gist, respec-
tively. Then we adopt a simple fusing strategy to calculate
the final estimated age l = θ · lbif + (1 − θ) · lgist, where θ

is a trade-off parameter, and is set to 0.7 in the experiment.
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TABLE VIII
RESULTS OF FEATURE FUSING

Fig. 12. MAEs of semi-PLO under different numbers of the selected features.

We also compare PLO with RankBoost to verify whether our
method still outperforms other algorithms under different fea-
tures or feature fusing. The experimental results are reported
in Table VIII. From the second column of Table VIII, we
can see that the performance of PLO is improved by fusing
the two kinds of features. In addition, we can also see that
PLO outperforms RankBoost under different facial features.
After feature fusing, PLO still achieves better performance
than RankBoost.

Finally, we test the effectiveness of semi-PLO under dif-
ferent feature numbers. Semi-PLO randomly selects 70% of
the original training data as the labeled images, and uses
the rest as the unlabeled images. The testing set is kept
unchanged. Fig. 12 shows the result. By incorporating the
structure information of the unlabeled images and adding a
manifold regularization term into OHRank, semi-PLO out-
performs PLO under almost all the dimensions, where PLO
uses the same labeled images with semi-PLO as the new
training data. In addition, when uses 70% of the original train-
ing data, PLO achieves better result than Rankboost using
the original training data, which also demonstrates the power
of PLO.

V. CONCLUSION

This paper presented two age estimation algorithms, called
PLO and semi-PLO, from learning ordinal discriminate fea-
tures perspective. Based on the observation that facial aging
images lie on a local manifold and they are ordinal in tem-
poral domain, PLO aims at preserving both the locality and
the ordinal information simultaneously. Likewise, semi-PLO
aims to select some powerful features that can preserve the
locality information of the whole training data and the ordinal
information of the labeled image set. In addition, by adding
a manifold regularization into OHRank, the decision function
acquired in semi-PLO is smooth on the manifold. The pro-
posed methods were tested on three public datasets. Extensive

experimental results showed that PLO outperformed the other
feature selection methods for both exact age estimation and
age range estimation. Semi-PLO could well deal with the
practical cases where only a few labeled facial images were
available.

APPENDIX

Proof of Lemma 1

Proof: In order to obtain Lemma 1, we first define the
following Lagrangian equation:

L
(
αk, bk, ξ k,βk, δk

)

= 1

2

(
αk

)T
Kkα

k + C
Nl∑

i=1

ck(i)ξ
k
i + ρ

(
αk

)T
KkLKkα

k

−
Nl∑

i=1

βk
i

⎛

⎝yk(i)

⎛

⎝
Nl+Nu∑

j=1

αk
j Kk

(
x̂i, x̂j

) + bk

⎞

⎠ + ξ k
i − 1

⎞

⎠

−
Nl∑

i=1

δk
i ξ

k
i (22)

where βk = [βk
1, . . . , βk

Nl
], and δk = [δk

1, . . . , δ
k
Nl

]. βk
i and δk

i
are the Lagrange multipliers satisfying βk

i ≥ 0, δk
i ≥ 0.

To derive the optimal solution, we conduct the following
differentiations, and set them to zero:
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂L

∂αk
= Kkα

k + 2ρKkLKkα
k − ∑Nl

i=1 βk
i yk(i)

(
Ki

k

)T = 0

∂L

∂bk
= ∑Nl

i=1 βk
i yk(i) = 0

∂L

∂ξ k
i

= Cck(i) − βk
i − δk

i = 0

⇒
⎧
⎨

⎩

αk = (Kk + 2ρKkLKk)
−1 ∑Nl

i=1 βk
i yk(i)(Ki

k)
T

∑Nl
i=1 βk

i yk(i) = 0 (23)

δk
i = Cck(i) − βk

i

where Ki
k is the ith row of the kernel matrix K.

Substituting (23) into (22), the dual function of (20) can be
obtained as

max
βk

Nl∑

i=1

βk
i − 1

2

Nl∑

i,j=1

yk(i)yk( j)βk
i βk

j Ki
kA−1

k (Kj
k)

T

where Ak = Kk + 2ρKkLKk.
Based on the conditions βk

i ≥ 0, δk
i ≥ 0, and δk

i =
Cck(i) − βk

i , we can obtain the following inequalities:
{

Cck(i) − βk
i ≥ 0

βk
i ≥ 0

⇒ 0 ≤ βk
i ≤ Cck(i).

Therefore, the final dual function can be written as

max
βββk

Nl∑

i=1

βk
i − 1

2

Nl∑

i,j=1

yk(i)yk( j)βk
i βk

j Ki
kA−1

k (Kj
k)

T

s.t. 0 ≤ βk
i ≤ C · ck(i), i = 1, . . . , Nl;

Nl∑

i=1

βk
i yk(i) = 0.

The proof is complete.
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