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Abstract—Piezoelectric actuators (PEAs) have been
widely used in nanotechnology due to their characteristics
of fast response, large mass ratio, and high stiffness.
However, hysteresis, which is an inherent nonlinear prop-
erty of PEAs, greatly deteriorates the control performance
of PEAs. In this paper, a nonlinear model predictive control
(NMPC) approach is proposed for the displacement track-
ing problem of PEAs. First, a “nonlinear autoregressive–
moving-average with exogenous inputs” (NARMAX) model
of PEAs is implemented by multilayer neural networks;
second, the tracking control problem is converted into
an optimization problem by the principle of NMPC, and
then, it is solved by the Levenberg–Marquardt algorithm.
The most distinguished feature of the proposed approach
is that the inversion model of hysteresis is no longer a
necessity, which avoids the inversion imprecision problem
encountered in the widely used inversion-based control
algorithms. To verify the effectiveness of the proposed
modeling and control methods, experiments are made
on a commercial PEA product (P-753.1CD, Physik Instru-
mente), and comparisons with some existing controllers
and a commercial proportional–integral–derivative con-
troller are conducted. Experimental results show that the
proposed scheme has satisfactory modeling and control
performance.

Index Terms—Neuralnetworks,nonlinearautoregressive–
moving-average with exogenous inputs (NARMAX), piezo-
electric actuator (PEA), predictive control.

I. INTRODUCTION

NANOTECHNOLOGY has become an important tech-
nique in modern manufacturing and process industries

during the past decade. Due to its great performance in precise
positioning, piezoelectric actuators (PEAs) have been widely
used in nanopositioning applications such as computer com-
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ponents [1] and scanning tunneling microscopes [2]. However,
hysteresis, which is the dominant nonlinear characteristic in the
dynamics of PEAs, can greatly influence the control perfor-
mance in practical applications. Hysteresis is a kind of memory
phenomenon that can be usually found in ferromagnetic ma-
terials and piezoelectric ceramics. Because of the existence of
hysteresis, the displacement of PEAs depends not only on cur-
rent control inputs but also on historical inputs. In addition, the
frequency of an input signal can also influence the dynamical
response of PEAs (i.e., the rate-dependent property).

The modeling of hysteresis is an indispensable part in im-
proving the control performance of PEAs. Several models have
been proposed to describe the hysteresis effect, which can be
generally classified into two folds, i.e., physics-based models
and phenomenon-based models [3]. The physics-based models
have a clear physical interpretation. However, they suffer from a
complicated structure and a huge computation cost. By contrast,
the phenomenon-based models are obtained from experimen-
tal data and have relatively simple mathematical descriptions,
which become popular in real-world applications.

Here, we briefly review some typical models of hystere-
sis. Physics-based model: In a Preisach model, hysteresis is
described by combining an infinite number of Preisach hys-
teresis operators (each operator has two main parameters to
tune) [4]. The difficulty in using a Preisach model lies in
dealing with its integral representation. In a Prandtl–Ishlinskii
model and its modified models, hysteresis is interpreted by
a different operator, i.e., “backlash” [5], [6]. Another widely
used model is the Maxwell resistive capacitor model, where
hysteresis is modeled by a finite number of elastoslide elements
[7]. One common limitation of the aforementioned physics-
based models is that they can only represent the hysteresis
behavior of PEAs under a fixed-frequency input signal (the so-
called rate-independent model). Phenomenon-based model:
The general idea is to use system identification approaches
to represent the hysteresis in PEAs. For example, in [8], a
linear autoregressive–moving-average (ARMA) approach was
employed to model the hysteresis. In [9], a neural-network-
based nonlinear model was proposed for hysteresis. An intel-
ligent hysteresis model based on a least square support vector
machine was developed in [10], and it was also used for the
compensation of the hysteresis behavior. In [11], a recurrent
fuzzy model was studied to capture the behaviors of PEAs.
It should be noted that, by combining a phenomenon-based
hysteresis model and some lower order filters, the combined
model can have adaptability with the variations of the input’s
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frequency, which represents the rate-dependent property. Fol-
lowing this idea, the model structure that is composed of a
hysteresis submodel and a dynamic submodel (a lower order
filter) is commonly adopted in the modeling of PEAs. Under
this structure, the hysteresis submodel is independent of the
changing rate of the input voltage, and the rate-dependent prop-
erty is reflected by the dynamic submodel [3]. Therefore, most
of the phenomenon-based models belong to the rate-dependent
model.

In addition to the modeling of PEAs, how to design effective
model-based control algorithms for PEAs is also a research
focus in literature. Inversion-based feedforward control is the
most popular method, where a high-gain problem in feedback
methods is no longer a bottleneck [12]. In this method, the
inversion of the hysteresis submodel is obtained first. Then, this
inversion is used to compensate for the hysteresis nonlinearity.
Once the hysteresis submodel is compensated, the only thing
left is designing the feedback controller for the dynamic sub-
model. For instance, a proportional–integral–derivative (PID)
controller combined with an inverse Preisach hysteresis model
was proposed to control a PEA [13]. With the inverse Preisach
model, a proportional–derivative controller based on the root
locus method was introduced into the tracking control of
a piezoceramic actuator [14]. In [15], a closest match al-
gorithm for getting the inversion model of hysteresis was
used in the open-loop tracking control. However, the track-
ing performance of the inversion-based method is highly de-
pendent on the precision of the inversion of the hysteresis
submodel.

It should be noted that the calculation of the inversion of the
hysteresis submodel is not an easy task. The challenge of such
methods is the modeling complexity. Meanwhile, the online
computation of the inverse hysteresis submodel is an extra
burden for the real-time tracking control of PEAs. The inversion
calculation methods can be classified into model-based and
algorithm-based methods. First, a model-based method is to
identify the inversions of some intermediate functions and to
use these intermediate functions’ inversions to approximate
hysteresis models [14]. For instance, the inverse Preisach model
does not have an analytical solution, and only a model-based
inversion approximation approach can be used. Although an
inverse Prandtl–Ishlinskii model can be calculated analytically,
the large computation time is still unacceptable [16]. In ad-
dition, some existing hysteresis models may not be invertible
at all. Second, an algorithm-based method is also used in
the identification of inverse hysteresis models [17], [18]. The
algorithm-based method usually introduces iterative algorithms
to identify inverse hysteresis models. The main limitation of
this method is also the large computation cost and the low
convergence rate [3].

To deal with the imprecision of inversion models, robust con-
trol ideas are introduced into the compensation of hysteresis.
For example, an H∞ controller was designed for the tracking
control of PEAs in [19]. However, robust control is a relatively
conservative method, which causes difficulties in real-world
applications. In recent years, some advanced feedback control
methods have been introduced in the field of control of PEAs.
In [20], a nonlinear PID controller was used for a compliant

nanopositioning stage, and an extended state observer was
developed to improve the performance of the PID controller.
In [21], a digital sliding-mode controller was introduced in
the tracking control of a piezo-driven micropositioning system.
This scheme has a rapid implementation because it is based on
a linear input–output model of the micropositioning system. In
[22], both a least square support vector machine and a rele-
vance vector machine were used to formulate rate-dependent
hysteresis models, and these models are then combined
with a PID controller, resulting in a model-based feedback
controller.

The model predictive control (MPC) method is widely used
in industrial applications [23], [24], and it shows great perfor-
mance and robustness in practice [25]. However, it is rarely
applied in the tracking control of PEAs. In [26], an inversion-
based MPC method with an integral of the error state vari-
able was proposed for the displacement tracking of PEAs.
However, the MPC approach is only used to deal with the
dynamic submodel. The hysteresis is described by the Duhem-
based model and then compensated by its inversion. Therefore,
the controller proposed in [26] still belongs to the inversion-
based control category. The imprecision of an inverse hysteresis
model dramatically degrades the control performance of PEAs
as well. In [27], the MPC method was used in the control of
a shape-memory-alloy-based manipulator, which also has the
inherent hysteresis nonlinearity.

In this paper, a neural-network-based inversion-free con-
troller is proposed for the displacement tracking control of
PEAs. First, a PEA is modeled by cascading a hysteresis
submodel and a dynamic submodel. By the results in [28]–[30],
this architecture can lead to a rate-dependent model of PEAs.
Two “nonlinear ARMA with exogenous inputs” (NARMAX)
models are designed to represent the hysteresis submodel and
the dynamic submodel, respectively. Both NARMAX models
are implemented by multilayer feedforward neural networks.
Second, a nonlinear MPC (NMPC) approach is proposed to
deal with the displacement tracking problem. The NMPC
method can avoid the calculation of the inversion of hys-
teresis models, which saves the computation resources and is
suitable for online control. Following the MPC principle, the
tracking control problem is transformed into an optimization
problem, where the difference between the desired displace-
ment and the model’s predicted displacement is minimized.
The Levenberg–Marquardt (LM) algorithm is then introduced
to solve the corresponding optimization problem. Finally, to
verify the effectiveness of the proposed modeling and con-
trol algorithms, experiments were conducted on a commer-
cial PEA product (P-753.1CD, Physik Instrumente, Karlsruhe,
Germany). By the experimental results and corresponding com-
parisons, the tracking performance of the proposed controller is
satisfactory.

The rest of this paper is organized as follows. Section II
discusses the neural-network-based NARMAX model of PEAs;
Section III gives the idea of using NMPC to deal with the
displacement tracking problem of PEAs. Experimental verifica-
tions and some comparisons are conducted in Section IV, and
Section V concludes this paper with final remarks and gives the
future work.
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Fig. 1. Schematic of the model of PEAs.

II. NARMAX-BASED MODEL OF PEAS: MULTILAYER

FEEDFORWARD NEURAL NETWORK APPROACH

Since the behavior of PEAs is dependent on a control input’s
frequency (the rate-dependent property), a PEA is modeled
by cascading a hysteresis submodel and a dynamic submodel,
which is shown in Fig. 1. This structure is usually adopted
in the modeling of PEAs. Input voltage u acts on the hys-
teresis submodel, and the output of the hysteresis submodel
is an equivalent mechanical force, which is represented by
f . Subsequently, f acts on the dynamic submodel and then
produces the actual displacement y of PEAs. How to identify
these two submodels is to be given in the following sections,
which is based on the NARMAX idea and the neural network
approximation.

NARMAX is a very effective way for nonlinear system
identification. It has a great ability of predicting the future
output of systems that have complicated nonlinear dynamical
characteristics [31]. Hence, two submodels of PEAs can be
fitted by NARMAX models. The generic representation of a
NARMAX model is given as follows [32]:

y(t) = g [y(t− 1), . . . , y(t− r), u(t− 1), . . . , u(t− s)] (1)

where y(t) and u(t) represent the output and input of the NAR-
MAX model, respectively; and integers r and s are the corre-
sponding maximum orders for y(t) and u(t), respectively. How
to determine the interconnection among y(t− 1), . . . , y(t−
r), u(t− 1), . . . , u(t− s) (i.e., determine nonlinear function
g(·)) is a challenging job.

Due to their universal approximation ability, neural networks
such as a backpropagation neural network and a radial-basis-
function neural network have been widely applied in the field
of function approximation. This paper adopts a multilayer feed-
forward neural network to implement the NARMAX represen-
tations of the hysteresis submodel and the dynamic submodel
as follows:

f(t) = ghys [f(t−1), . . . , f(t−na), u(t−1), . . . , u(t−nb)]

y(t) = gdyn [y(t−1), . . . , y (t−n′
a), f(t−1), . . . , f (t−n′

b)] .
(2)

The multilayer feedforward neural networks are used to
approximate the unknown nonlinear mappings ghys(·) and
gdyn(·).

A. Hysteresis Submodel of PEAs

The hysteresis nonlinearity of PEAs depends not only on
current inputs but also on historical inputs. The structure of
the multilayer feedforward neural network is shown in Fig. 2.
Specifically, this neural network has three layers, i.e., the input

Fig. 2. Neural network structure for the hysteresis submodel.

layer, the hidden layer, and the output layer. A tangent sigmoid
function is chosen as the activation function of the neurons in
the hidden layer, whereas a linear unit mapping function is the
activation function of the neurons in the input and output layers.
The input–output relationship of this neural network can be
therefore written as follows:

f(t) =

q∑
j=1

wo
jσ

(
p∑

i=1

wh
jizi(t) + wh

j0

)
+ wo

0 (3)

where p = na + nb and q are the numbers of neurons in the
input and hidden layers, respectively. zi(t)(i = 1, . . . , p) are
the inputs of this neural network. According to the structure
of the NARMAX model (2), {z1(t), . . . , zi(t)} are {f(t− 1),
. . . , f(t− na), u(t), . . . , u(t− nb)}. σ(·) denotes the hyper-
bolic tangent activation function, and

σ(x) =
e2x − 1

e2x + 1
. (4)

For convenience, (3) can be rewritten in a compact form as
follows:

f(t) = W oσ
(
WhZ(t)

)
(5)

where Wh ∈ �q×(p+1) and W o ∈ �1×(q+1) are the weight
matrices of the hidden layer and the output layer, respectively,
Z = [1, z1(t), z2(t), . . . , zp(t)]

T ∈ �p+1, and σ(WhZ(t)) =
[1, σ(Wh

r1Z), σ(Wh
r2Z), . . . , σ(Wh

rqZ)]T ∈ �q+1 (Wh
ri repre-

sents the ith row of matrix Wh).
It is notable that the rate dependence in the PEAs comes

from the input voltage with different frequencies. Under the
model structure in Fig. 1, the rate dependence is captured
by the dynamic submodel [2]. For this reason, the dynamic
submodel can be seen as a unit mapping when the frequency
of the input voltage is fixed. Hence, the output of the hysteresis
submodel, i.e., f(t), can be replaced by the real displacement
measurement of the PEAs in the model identification process
when the excited signal is of a fixed frequency.
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Fig. 3. Neural network structure for the dynamic submodel.

B. Dynamic Submodel of PEAs

The dynamic submodel of PEAs is usually treated as a linear
low-order model [8], [29]. However, by some reports in [33],
the dynamic behavior of PEAs is not strictly linear. To improve
the accuracy of the dynamic submodel, a multilayer feedfor-
ward neural network is introduced to interpret the dynamic
submodel, whose structure is shown in Fig. 3. The input–output
relationship of this neural network can be written as follows:

y(t) =

q′∑
j=1

vojσ

⎛
⎝ p′∑

i=1

vhjixi(t) + vhj0

⎞
⎠+ vo0

=V oσ
(
V hX(t)

)
(6)

where the weight matrices and the parameters have the
same meanings as those in the hysteresis submodel. V h ∈
�q′×(p′+1), and V o ∈ �1×(q′+1); X = [1, x1(t), x2(t), . . . ,
xp′ (t)]T ∈ �p′+1, and σ(V hX) = [1, σ(V h

r1
X), σ(V h

r2
X), . . . ,

σ(V h
rq′ X)]

T ∈ �q′+1.

C. Identification of Hysteresis and Dynamic Submodels

As aforementioned, two different multilayer feedforward
neural networks are used to approximate the hysteresis and
dynamic submodels, respectively. The main challenge in the
identification is to obtain optimal weight matrices. To this
end, experiments are first conducted on the PEA to collect
some input–output data pairs. Then, the weight matrices are
determined in a supervised training fashion.

The hysteresis submodel should be first identified because
the identification of the dynamic submodel needs the output
data of the hysteresis submodel. An excited signal with a
fixed frequency is applied on the PEA. Due to the frequency
of the excited signal being fixed, the displacement of the
PEAs is equal to the output of the hysteresis submodel. Let
the measured data set for training be S = {(u(t), dh(t))|t =
1, . . . , N}, where dh(t) is the displacement of the PEAs, u(t)
is the fixed-frequency input signal, and N denotes the num-
ber of sampled data pairs. Let W = [W o,Wh

r1
, . . . ,Wh

rq
]
T ∈

�(q×(p+1)+1×(q+1))×1 be the weight vector for training; then,
the optimal W can minimize the mean-square-error criterion as
follows:

J(W ) =
1

2N
(Dh − F )T (Dh − F ) (7)

where Dh=[dh(1), dh(2), . . . , dh(N)]T , and F =[f(1), f(2),
. . . , f(N)]T . The optimization problem defined by (7) is a
nonlinear least square problem, and it can be solved in the
following iterative way:

W (i+1) = W (i) + λ(i)μ(i) (8)

where integer i stands for the index of iteration, λ(i) is the step
size to control the convergence rate, and μ(i) is the ith search
direction, which is calculated by training algorithms to make
sure that the value of (7) can be descended in each iteration.

In literature, many training algorithms can give a solution to
(8). In this paper, the LM training method is employed to train
the neural networks due to its rapid convergence and robustness
properties [34]. Marquardt gave the following update rule [36]
for solving (8):{

W (i+1) = W (i) + μ(i)(
R
(
W (i)

)
+ λ(i)I

)
μ(i) = −G

(
W (i)

) (9)

where G(W (i)) = ∂J/∂W is the gradient matrix of (7) with
respect to W . It is well known that the calculation of the
inversion of the Hessian matrix of (7) is very expensive [35].
For this reason, R(W (i)), which is the so-called Guass–Newton
Hessian matrix, is used to replace the real Hessian matrix. The
calculation of R(W (i)) can be found in [35]. λ(i) should be
adjusted in each iteration [36]. Hence, we introduce a modified
step in the LM algorithm, which is summarized in Algorithm 1.

Algorithm 1 Training Method of Multilayer Feedforward
Neural Networks for the Hysteresis Submodel and the Dy-
namic Submodel

1: Choose initial values for W (0) and λ(0), and set error
tolerance ε > 0;

2: Calculate [R(W (i)) + λ(i)I]μ(i) = −G(W (i)) to deter-
mine search direction μ(i);

3: Calculate r(i)=(J(W (i))−J(W (i)+ μ(i)))/(J(W (i))−
L(i)(W (i)+μ(i))), where L(i)(W (i)+μ(i))=J(W (i))+

μ(i)T G(W (i)) + (1/2)μ(i)TR(W (i))μ(i)T ;
4: If r(i) < 0.25, set λ(i) = 2λ(i);
5: If r(i) > 0.75, set λ(i) = 1/2λ(i);
6: If J(W (i) + μ(i)) < J(W (i)), then set W (i+1) = W (i) +

μi, λ(i+1) = λ(i), and i = i+ 1;
7: If |J(W (i) + μ(i))− J(W (i))| > ε, go to 2; otherwise, the

algorithm stops.

After obtaining the hysteresis submodel, the dynamic sub-
model can be identified as well. Since the dynamic sub-
model describes the rate dependence of the PEAs, the excited
signal for its identification is of varied frequencies. In the
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Fig. 4. Schematic of the NMPC method.

identification process, the excited signal is applied on the PEA,
and then, the output data of the hysteresis submodel and the real
displacement measurement of the PEAs are collected as train-
ing data pairs S = {(f(t), dd(t))|t = 1, . . . , N}, where f(t)
is the virtual mechanical force generated from the hysteresis
submodel, and dd(t) is the real displacement of the PEAs under
the input voltage of varied frequencies.

Let V = [V o, V h
r1
, . . . , V h

rq′ ]
T ∈ �(q′×(p′+1)+1×(q′+1))×1;

the optimization problem is

min
V

J(V ) =
1

2N

N∑
i=1

(dd(i)− y(i))2 . (10)

Then, Algorithm 1 can also be employed to solve the optimiza-
tion problem defined by (10).

III. NMPC-BASED DISPLACEMENT TRACKING

CONTROL OF PEAS

Inversion-based control schemes are widely used in the
controller design of PEAs. However, obtaining the model’s
inversion requires huge computation resources. Therefore, an
inversion-free controller design method may be a better choice
for displacement tracking control. However, this kind of ap-
proach is rarely reported in literature. Inspired by this idea,
an inversion-free control scheme, i.e., NMPC, is used for the
displacement tracking control of PEAs.

To suppress the unknown disturbances in real-time applica-
tions, the proposed NMPC method is designed in a finite hori-
zon of prediction, and the basic control schematic is illustrated
in Fig. 4. The reference signal is the desired trajectory of the
PEAs. The proposed NARMAX model is used as a predictor of
the PEA’s displacement.

The purpose of tracking control is to minimize the distance
between the desired trajectory and the predicted displacement
of the PEAs. Meanwhile, the changing rate of the controller’s
output is another factor of interest. To summarize, the control
objective can be written to minimize the following criterion:

J (U(t)) =
[
R(t)− Ŷ (t)

]T [
R(t)− Ŷ (t)

]
+ ρUT (t)U(t)

=ETE(t) + ρUT (t)U(t) (11)

where R(t)=[r(t+N1), . . . , r(t+N2)]
T , Ŷ (t)=[ŷ(t+N1),

. . . , ŷ(t+N2)]
T , E(t)=[e(t+N1), . . . , e(t+N2)]

T , U(t) =
[Δu(t), . . . ,Δu(t+Nu− 1)]T , Δu(t) = u(t)− u(t− 1), and
e(t) = r(t) − ŷ(t). ŷ(t) is the predicted displacement of the

PEAs by the NARMAX model proposed in Section II. Integer
N1 > 0 denotes the minimum prediction horizon, and integer
N2 > N1 is the maximum prediction horizon; Nu denotes the
control horizon, and r(t) denotes the reference signal of the
PEAs. To avoid the excessive change in u(t), a penalty term
ρUT (t)U(t) is added in the objective function, and ρ > 0 is
the penalty parameter. Before realizing the control scheme,
the predicted displacements of the PEAs, i.e., Ŷ (t), should be
obtained first.

Provided the measured (current and historical) displacements
of the PEAs and the NMPC controller’s outputs, the predicted
displacement of the PEAs can be calculated by the proposed
NARMAX as follows:

ŷ(t+ k) =V oσ
(
V hX(t+ k)

)
=V oσ

(
V h [1, y(t+ k − 1), . . . , y (t+ k − n′

a) ,

f(t+ k), . . . , f (t+ k − n′
b)]

T
)

=V oσ
(
V h [1, y(t+ k − 1), . . . , y (t+ k − n′

a) ,

W oσ
(
WhZ(t+ k)

)
, . . . ,

W oσ
(
WhZ (t+ k − n′

b)
)]T)

(12)

where k ∈ {N1, . . . , N2} is the predicted step index. After
obtaining the predicted displacements, the control scheme of
the NMPC method can be achieved. Notice that criterion (11)
is an optimization problem that can be also solved by the
LM algorithm used in Section II-C. However, there is a slight
difference compared with the solution to (11). The Hessian
matrix of the objective function can be analytically obtained
as follows:

H
[
U (i)

]
=

∂2J(U)

∂U2

=
∂

∂U

(
∂Y T

∂U
E(t)

)
+ 2ρ

∂Û (T )

∂U

∂Û

∂U
. (13)

Then, we use the real Hessian matrix instead of Guass–Newton
Hessian matrix R(W (i)) in the LM algorithm. It can be seen
that the second term in (13) is positive semidefinite, whereas
the positive definiteness of the first term in (13) cannot be
guaranteed. Therefore, we take a modified step in the LM algo-
rithm that is summarized in Algorithm 2. Meanwhile, penalty
parameter ρ can be chosen to be relatively large to ensure the
positive definiteness of [H(U (i)) + λ(i)I].

Algorithm 2 Calculate the NMPC Controller’s Output

1: Initialize ρ > 0, λ(0), and the maximum iteration, and set
tolerance ε > 0;

2: Try Cholesky factorization on [H(U (i)) + λ(i)I], and if
the factorization fails (the matrix is not positive definite),
set λ(i) = 4λ(i) and go to 2;

3: Calculate [H(U (i)) + λ(i)I]μ(i) = −G(U (i)) to deter-
mine search direction μ(i);
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Fig. 5. Experimental setup.

4: Calculate J(U (i)+λ(i)) and r(i)=(2J(U (i))− 2J(U (i)+
μ(i)))/(λ(i)(μ(i))Tμ(i) − (μ(i))TG[U (i)]);

5: If r(i) < 0.25, set λ(i) = 2λ(i);
6: If r(i) > 0.75, set λ(i) = 1/2λ(i);
7: If J(U (i) + μT ) < J(U (i)), then set U (i+1) = U (i) + μi,

λ(i+1) = λ(i), and i = i+ 1;
8: If |J(U (i) + μ(i))− J(U (i))| < ε or the maximum itera-

tion number is met, stop the algorithm; otherwise, go to 3.

Algorithm 2 may cost a long time to run over. However, in a
real-time application, it must be accomplished in an allowable
period. Due to this requirement, a parameter, i.e., the maximum
iteration number, is introduced in Algorithm 2.

It should be noted that many other methods can be used
to solve the optimization problem generated by the NMPC
method. For example, a recurrent neural network is a promising
weapon that is featured by its parallel computation nature
[37]–[39]. In future work, some efforts are to be made toward
solving the NMPC of PEAs by recurrent neural networks.

IV. EXPERIMENTS AND DISCUSSION

To verify the effectiveness of the proposed modeling and
control algorithms, experiments are conducted on a commer-
cial PEA product (P-753.1CD, Physik Instrumente). We set
the range of the input voltage from −10 to 90 V to avoid
possible excess of the PEA’s driver. The PEA can perform a
high-precision horizontal movement up to 15 μm. A built-in
capacitive displacement sensor is provided for measurement.
To implement the connection between the host computer and
the PEA, both of them were wired to an input–output data
acquisition board (PCI-1716, Advantech, Beijing, China). The
sampling time in the following experiments is 0.05 ms. By
means of Real-Time Windows Target, the proposed modeling
and control algorithms are programmed in the SIMULINK
environment. The experimental setup is shown in Fig. 5.

A. Model Verification and Comparison

The hysteresis submodel should be identified first. Because
the hysteresis nonlinearity dominates the performance of PEAs
under a low-frequency input voltage [8], an excited sinusoid
voltage signal whose frequency is 1 Hz is used to excite the
PEA. By considering the whole moving range of the PEAs,
the input voltage is set to be 40 sin(2πt− 0.5π) + 50. With the
measured displacements and the excited signal, weight matrices

TABLE I
MODELING PERFORMANCE OF THE HYSTERESIS SUBMODEL: THE

RMS ERROR AND THE MAXIMUM (MAX) ERROR

TABLE II
MODELING PERFORMANCE OF THE DYNAMIC SUBMODEL:

THE RMS ERROR AND THE MAXIMUM (MAX) ERROR

Wh and W o can be trained by the algorithm proposed in
Section II. The number of hidden-layer neurons in the multi-
layer feedforward neural network for the hysteresis submodel
is determined in a trial-and-error manner, and this number is set
to be five in this specific application. To determine the values of
integers na and nb, a comparison experiment of the hysteresis
submodel’s modeling performance is given in Table I. The
hysteresis property means that the current displacement of the
PEAs is relevant with its historical displacements. Therefore,
when na = 0 (the hysteresis nonlinearity is only affected
by the current input voltage), the modeling performance of
the hysteresis submodel is not acceptable (the RMS error is
0.5656 μm greater than that of the other cases). Furthermore,
the models with na ∈ {3, 4, 5} have almost the same model
matching. However, with the increase in na, the computational
burden becomes heavier. Therefore, na is finally chosen to be
three. Furthermore, nb = 2 is determined in a similar way.

To identify the dynamic submodel, a mixed sinusoid voltage
signal with varied amplitudes and frequencies is applied to
the PEA. The excited signal f for the input of the dynamic
submodel can be gathered through the obtained hysteresis
submodel, and the output of the dynamic submodel is the
real displacement of the PEAs. By Algorithm 1, the weight
matrices (V h and V o) of the dynamic submodel are trained
as well. The hidden layer of the neural network includes five
neurons, and the influences of the selections of n′

a and n′
b on

the dynamic submodel are shown in Table II. If n′
a = 0, the

modeling error is obviously greater than that of the model with
n′
a = 2. Furthermore, with the increase in the excited signal’s

frequency, the model with n′
a = 2 has the most satisfactory

model matching (the RMS error is only 0.0355 μm for the
200-Hz excited signal). Hence, we set n′

a = 2 and n′
b = 1.

To compare the modeling performance between the proposed
model and the other models in literature, two comparison
experiments are conducted.

1) Comparison Between Proposed Neural-Network-
Based Dynamic Submodel and Linear Dynamic Sub-
model: To compare the proposed neural-network-based
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Fig. 6. Comparison experimental results with the low-frequency input
voltage.

dynamic submodel with the linear dynamic submodel in lit-
erature, a linear ARMA with exogenous inputs (ARMAX)-
based model is identified as well. The training data set is the
same as the data set used in the identification of the nonlinear
dynamic submodel. The LM algorithm is used to identify the
linear dynamic submodel in an offline manner. The obtained
linear model can be written in the following form of a discrete
transfer function:

G(Z) =
0.4931z − 0.2931

z2 − 1.504z + 0.7041
.

The hysteresis submodel is cascaded with the neural-
network-based dynamic submodel and the linear dynamic sub-
model, resulting in the proposed model and the model with
linear dynamics, respectively. As shown in Fig. 6, two sinusoid
signals with different frequencies (1 and 10 Hz, respectively)
act on the proposed model, the model with the linear dynamic
submodel, and the real PEA. In this low-frequency setup, the
fitting performance of the proposed model and that of the model
with the linear dynamics are almost the same. These results
suggest that both models have a good ability of matching the
real behavior of PEAs with the low-frequency input voltage.
However, the results with the input voltage of high frequencies
(50, 100, and 200 Hz) are much different, which are given in
Fig. 7. For the 200-Hz excited sinusoid signal, the modeling
error is between −0.1830 and 0.1394 μm. By contrast, with
the linear dynamic submodel, the modeling error is between
−0.4537 and 0.4294 μm. From the experimental results, with
the increase in the input frequency, the proposed nonlinear

Fig. 7. Comparison experimental results with the high-frequency input
voltage.

dynamic submodel has better modeling performance than the
linear model.

2) Comparison Between Proposed Model and Duhem-
Based Model: To compare with the physics-based model, the
Duhem-based model is employed to compare with the proposed
NARMAX-based model. The comparison results are given in
Table III. For the excited sinusoid signal with 200 Hz, the
RMS error of the proposed model is 0.1013 μm less than that
of the Duhem-based model. In addition, the MAX error is
0.0268 μm less than the Duhem-based model. Therefore, the
proposed method has better modeling performance than the
Duhem-based model.

B. Verification of NMPC Algorithm

The proposed NMPC method is used for the displacement
tracking control of the PEAs. To verify the performance of the
NMPC method under reference signals with different frequen-
cies, some mixed sinusoid waves with different frequencies are



7724 IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 62, NO. 12, DECEMBER 2015

TABLE III
MODELING PERFORMANCE COMPARISON BETWEEN THE PROPOSED

MODEL AND THE DUHEM-BASED METHOD: THE RMS
ERROR AND THE MAXIMUM (MAX) ERROR

Fig. 8. Tracking performance of PEAs under the step reference with
different ρ.

used as the desired tracking trajectories. By the obtained PEA’s
model, the NMPC method has been programmed in a real-time
controller.

The maximum iteration number in Algorithm 2 is an impor-
tant parameter for the NMPC method. The control performance
could be improved with the increase in the maximum iteration
number. However, it will take a longer time for the calculation
of Algorithm 2 if the maximum iteration number is too large.
There is a tradeoff between the control performance and the
efficiency, and the maximum iteration number is chosen to be
five in this paper. Moreover, N1, N2, and ρ in Algorithm 2 are
set to be 1, 7, and 50, respectively.

The step responses of the PEA with different ρ are given
in Fig. 8. With the increase in ρ, the overshoot of the PEA is
reduced. Meanwhile, the rising time becomes slightly longer
because the large penalty parameter ρ results in a relatively
small control effort.

Next, the tracking experiments under the sinusoid trajectories
of different frequencies (1, 5, 10, and 50 Hz) are made. As
shown in Figs. 9 and 10, the real displacements of the PEAs
can track the reference trajectories well. This is because the
errors caused by the inversion calculation can be avoided
since the proposed NMPC method is an inversion-free method.
Meanwhile, the NMPC method is based on the feedback struc-
ture so that the unknown disturbance can be rejected. By taking
these advantages, the tracking errors can be reduced into a
satisfactory range by the proposed NMPC method.

Fig. 11 gives the result of tracking the mixed reference signal
that is composed of three sinusoid waves. For the reference
that has different amplitudes and varied frequencies from 5 to
10 Hz, the range of the tracking errors is between −0.03 and
0.02 μm in the steady-state phase. The rising time of the control
system is also acceptable. For the reference with 10–50 Hz, the

Fig. 9. Tracking performance of the PEAs under 1- and 5-Hz
references.

Fig. 10. Tracking performance of the PEAs under 10- and 50-Hz
references.

Fig. 11. Tracking performance of the PEAs under a mixed-frequency
reference. (Left) 5–10 Hz. (Right) 10–50 Hz.

tracking errors can be still reduced to a small neighborhood of
the origin.

In addition, we find that the tracking performance of the
proposed NMPC method could be improved when the sampling
time of the PEAs is decreased. However, the decrease in the
sampling time is a great challenge for the hardware because the
proposed algorithm may not be implemented in a very short
sampling period. Therefore, there is also a tradeoff between the
performance and the implementation.

To further study the control performance of the proposed
NMPC method, two comparison experiments are conducted on
the PEA.

1) Comparison Between Proposed Method and Com-
mercial PID Controller: The commercial PID controller is
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TABLE IV
TRACKING PERFORMANCE COMPARISON BETWEEN THE PROPOSED

METHOD AND THE COMMERCIAL PID CONTROLLER (WITHOUT
LOADS): THE RMS ERROR AND THE MAXIMUM (MAX) ERROR

provided by Physik Instrumente, and it is embedded in the
PEA’s hardware. The tracking reference is defined as r(t) =
4 sin(2πft− (π/2)) + 4. The RMS tracking error and the
MAX tracking error of both controllers are given in Table IV.
For the 50-Hz reference, the RMS tracking error is 2.3528 μm
less than that of the commercial PID controller. In addition,
the MAX error of the proposed method has very few changes
with the increase in the excited signals’ frequencies. This
implies that the proposed method can deal with the rate-
dependent property of the PEAs. By contrast, the MAX error
of the commercial PID controller has an apparent increase
under different references. When the frequency of the reference
signal increases up to 100 Hz, the tracking performance of
the proposed method relatively degrades. This deterioration is
possibly caused by the precision of the neural-network-based
PEA model. In Table III, it can be seen that the modeling error
increases as the frequency of the reference signal increases
up to 100 Hz. However, even in the high-frequency case,
the proposed algorithm still outperforms the commercial PID
algorithm.

The aforementioned experiment is made when the PEA has
no load. The following comparison experiments are made with
the consideration of external loads. The model of the PEAs
is identified in the no-load situation. Moreover, the 10- and
50-Hz sinusoid signals are chosen as the tracking references.
The comparison results are given in Table V. The NMPC
method has satisfactory tracking performance with different
loads on the PEA. In addition, compared with the commercial
PID controller, better tracking performance can be found. In
the best case (the 10-Hz sinusoid reference), the RMS error of
the NMPC method is 0.5889 μm less than that of the commer-
cial PID controller. Moreover, the MAX error of the NMPC
method is obviously smaller. When the reference’s frequency
is increased, the commercial PID controller has deteriorated
tracking performance (the RMS error is increased by at least
1.8088 μm). By contrast, the NMPC method still has good
tracking performance (the RMS error is only increased by about
0.0467 μm). These results imply that the NMPC method could
deal with the external loads on the PEA. In addition, it can
be seen that the MAX error at f = 50 Hz without loads is
bigger than the error at the same frequency with loads. This
phenomenon is mainly caused by the noise of the PEA’s built-

TABLE V
TRACKING PERFORMANCE COMPARISON BETWEEN THE PROPOSED

METHOD AND THE COMMERCIAL PID CONTROLLER (WITH DIFFERENT
LOADS): THE RMS ERROR AND THE MAXIMUM (MAX) ERROR

TABLE VI
COMPARISON BETWEEN THE NMPC METHOD AND

THE METHOD IN [26]

in displacement sensor. Through several experimental tests, we
find that the noise’s amplitude is around 2 nm. Meanwhile,
in Tables IV and V, the maximum difference between the
MAX error at f = 50 Hz without loads and the MAX error at
f = 50Hz with loads is only 0.8 nm, which is within the noise’s
amplitude.

2) Comparison With Method Proposed in [26]: The
experimental results are listed in Table VI. The tracking ref-
erence is defined as r(t) = 5 sin(2πft− (π/2)) + 5. It can be
seen that the NMPC method has better tracking performance
than the method in [26]. In the best case, the RMS error is
0.1099 μm less than the error of the method in [26].

V. CONCLUSION AND FUTURE WORK

PEAs are widely used in nanotechnology. The modeling and
control of PEAs have drawn great attention in the literature.
In particular, the displacement tracking control of PEAs is of
great significance in practical applications. In this paper, an
NMPC controller, which is an inversion-free method, has been
proposed to solve the tracking control problem of PEAs. As the
predictor of a PEA’s displacement, the PEA’s dynamical model
is constructed by multilayer feedforward neural networks and
identified by the LM algorithm. By the principle of MPC, the
tracking control problem is transformed into an optimization
problem. Compared with inversion-based control schemes, the
NMPC method can directly use a nonlinear neural-network-
based model and obtain a proper control action by solving the
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corresponding optimization problems. To verify the effective-
ness of the proposed modeling and control methods, experi-
ments are conducted on a commercial PEA product through
the SIMULINK program. Experimental results show that the
proposed NARMAX model could fit the PEA’s dynamical
behavior well under excited signals with different frequencies
and amplitudes. Furthermore, the proposed NMPC controller
has better tracking performance than the existing method in [25]
and the commercial PID controller.

Although a cascaded model structure is widely used in the
control of PEAs, it has to identify two submodels to approxi-
mate the rate-dependent hysteresis behavior. If we can use just
one intelligent unit (e.g., neural networks and fuzzy systems) to
model the rate-dependent hysteresis, the computational burden
of the identification can be reduced significantly. In addition,
the method proposed in this paper requires solving a com-
plicated nonlinear programming problem, and the MPC law
does not have an analytical form. Some preliminary attempts
toward obtaining an explicit MPC controller have been made
in [40]–[42]. In the future, more studies are to be conducted
to further improve the performance of the MPC-based control
scheme.

REFERENCES

[1] W. Yang, S.-Y. Lee, and B.-J. You, “A piezoelectric actuator with a
motion-decoupling amplifier for optical disk drives,” Smart Mater. Struct.,
vol. 19, no. 6, May 2010, Art. ID. 065027.

[2] S. Devasia, E. Eleftheriou, and S. O. R. Moheimani, “A survey of control
issues in nanopositioning,” IEEE Trans. Control Syst. Technol., vol. 15,
no. 5, pp. 802–823, Sep. 2007.

[3] J. Y. Peng and X. B. Chen, “A survey of modeling and control of
piezoelectric actuators,” Modern Mech. Eng., vol. 3, no. 1, pp. 1–20,
Feb. 2013.

[4] I. D. Mayergoyz and G. Friedman, “Generalized Preisach model
of hysteresis,” IEEE Trans. Magn., vol. 24, no. 1, pp. 212–217,
Jan. 1988.

[5] K. Kuhnen and F. Previdi, “Modeling, identification and compensation
of complex hysteretic nonlinearities: A modified Prandtl–Ishlinskii ap-
proach,” Eur. J. Control, vol. 9, no. 4, pp. 407–421, 2003.

[6] G. Y. Gu, L. M. Zhu, and C. Y. Su, “Modeling and compensation of asym-
metric hysteresis nonlinearity for piezoceramic actuators with a modified
Prandtl–Ishlinskii model,” IEEE Trans. Ind. Electron., vol. 61, no. 3,
pp. 1583–1595, Mar. 2014.

[7] T.-J. Yeh, S.-W. Lu, and T.-Y. Wu, “Modeling and identification of hys-
teresis in piezoelectric actuators,” Trans. ASME, J. Dyn. Syst. Meas. Con-
trol, vol. 128, no. 2, pp. 189–196, May 2005.

[8] Y. Cao and X. B. Chen, “A novel discrete ARMA-based model for piezo-
electric actuator hysteresis,” IEEE/ASME Trans. Mechatronics, vol. 17,
no. 4, pp. 737–744, Aug. 2012.

[9] L. Deng and Y. H. Tan, “Modeling hysteresis in piezoelectric actuators
using NARMAX models,” Sens. Actuators A, Phys., vol. 149, no. 1,
pp. 106–112, Jan. 2009.

[10] Q. Xu, “Identification and compensation of piezoelectric hysteresis with-
out modeling hysteresis inverse,” IEEE Trans. Ind. Electron., vol. 60,
no. 9, pp. 3927–3937, Sep. 2013.

[11] C. Wen and M. Cheng, “Development of a recurrent fuzzy CMAC with
adjustable input space quantization and self-tuning learning rate for con-
trol of a dual-axis piezoelectric actuated micro motion stage,” IEEE Trans.
Ind. Electron., vol. 60, no. 11, pp. 5105–5115, Nov. 2013.

[12] K. K. Leang and S. Devasia, “Feedback-linearized inverse feedforward
for creep, hysteresis, and vibration compensation in AFM piezoactua-
tors,” IEEE Trans. Control Syst. Technol., vol. 15, no. 5, pp. 927–935,
Sep. 2007.

[13] P. Ge and M. Jouaneh, “Tracking control of a piezoceramic actua-
tor,” IEEE Trans. Control Syst. Technol., vol. 4, no. 3, pp. 209–216,
May 1996.

[14] G. Song, J. Q. Zhao, X. Q. Zhou, and J. A. De Abreu-García, “Track-
ing control of a piezoceramic actuator with hysteresis compensation us-

ing inverse Preisach model,” IEEE/ASME Trans. Mechatronics, vol. 10,
no. 2, pp. 198–209, Apr. 2005.

[15] X. Tan, R. Venkataraman, and P. S. Krishnaprassad, “Control of hystere-
sis: Theory and experimental results,” Pentagon, Washington, DC, USA,
Tech. Rep. A687934, 2001.

[16] M. A. Janaideh, S. Rakheja, and C. Y. Su, “An analytical generalized
Prandtl–Ishlinskii model inversion for hysteresis compensation in mi-
cropositioning control,” IEEE/ASME Trans. Mechatronics, vol. 16, no. 4,
pp. 734–744, Aug. 2011.

[17] R. Venkataraman and P. S. Krishnaprasad, “Approximate inversion of hys-
teresis: Theory and numerical results,” in Proc. 39th IEEE Conf. Decision
Control, Sydney Australia, Dec. 2000, pp. 4448–4454.

[18] J. Y. Peng and X. B. Chen, “H2-optimal digital control of piezoelectric
actuators,” Proc. 8th World Congr. Intell. Control Autom., Jinan China,
Jul. 2010, pp. 3684–3690.

[19] A. Sebastian and S. M. Salapaka, “Design methodologies for robust
nanopositioning,” IEEE Trans. Control Syst. Technol., vol. 13, no. 6,
pp. 868–876, Nov. 2005.

[20] H. Tang and Y. Li, “Development and active disturbance rejection control
of a compliant micro/nano-positioning piezo-stage with dual mode,” IEEE
Trans. Ind. Electron., vol. 61, no. 3, pp. 1475–1492, Mar. 2014.

[21] Q. Xu, “Digital sliding-mode control of piezoelectric microposition-
ing system based on input–output model,” IEEE Trans. Ind. Electron.,
vol. 61, no. 10, pp. 5517–5526, Oct. 2014.

[22] P. K. Wong, Q. S. Xu, C. M. Vong, and H. C. Wong, “Rate-dependent
hysteresis modeling and control of a piezostage using online support vec-
tor machine and relevance vector machine,” IEEE Trans. Ind. Electron.,
vol. 59, no. 4, pp. 1988–2001, Apr. 2012.

[23] J. B. Rawlings and D. Q. Mayne, Model Predictive Control: Theory and
Design. Madison, WI, USA: Nob Hill, 2009.

[24] P. Tatjewski, Advanced Control of Industrial Processes, Structures and
Algorithms. London, U.K.: Springer-Verlag, 2007.

[25] E. F. Camacho and C. Bordons, Model Predictive Control. London,
U.K.: Springer-Verlag, 1999.

[26] Y. Cao, L. Cheng, X. B. Chen, and J. Y. Peng, “An inversion-based model
predictive control with an integral-of-error state variable for piezoelectric
actuators,” IEEE/ASME Trans. Mechatronics, vol. 18, no. 3, pp. 895–904,
Jun. 2013.

[27] N. Nikdel, P. Nikdel, M. A. Badamchizadeh, and I. Hassanzadeh, “Using
neural network model predictive control for controlling shape memory
alloy-based manipulator,” IEEE Trans. Ind. Electron., vol. 61, no. 3,
pp. 1394–1401, Mar. 2014.

[28] H. J. M. T. S. Adriaens, W. L. de Koning, and R. Banning, “Modeling
piezoelectric actuators,” IEEE/ASME Trans. Mechatronics, vol. 5, no. 4,
pp. 331–341, Dec. 2000.

[29] G. M. Clayton, S. Tien, A. J. Fleming, S. O. R. Moheimani, and
S. Devasia, “Inverse-feedforward of charge-controlled piezopositioners,”
Mechatronics, vol. 18, no. 5, pp. 273–281, Jun. 2008.

[30] J. Yi, S. Chang, and Y. Shen, “Disturbance-observer-based hysteresis
compensation for piezoelectric actuators,” IEEE/ASME Trans. Mecha-
tronics, vol. 14, no. 4, pp. 456–464, Aug. 2009.

[31] Y. Gao and J. E. Meng, “NARMAX time series model prediction: Feed-
forward and recurrent fuzzy neural network approaches,” Fuzzy Sets Syst.,
vol. 150, no. 2, pp. 331–350, Mar. 2005.

[32] S. Chen and S. A. Billings, “Representation of non-linear systems:
The NARMAX model,” Int. J. Control, vol. 49, no. 3, pp. 1012–1032,
Oct. 1999.

[33] X. B. Chen, Q. S. Zhang, D. Kang, and W. J. Zhang, “On the dynamics
of piezoelectric positioning systems,” Rev. Sci. Instrum., vol. 79, no. 11,
Oct. 2008, Art. ID. 116 101.

[34] R. Fletcher, Practical Methods of Optimization. Hoboken, NJ, USA:
Wiley, 1987.

[35] M. Norgaard, O. Ravn, N. K. Poulsen, and L. K. Hansen, Neural Net-
works for Modelling and Control of Dynamic Systems. New York, NY,
USA: Springer-Verlag, 2000.

[36] D. Marquardt, “An algorithm for least-squares estimation of nonlinear
parameters,” SIAM J. Appl. Math., vol. 11, no. 2, pp. 431–441, 1963.

[37] Z. Yan and J. Wang, “Model predictive control of nonlinear systems
with unmodeled dynamics based on feedforward and recurrent neural
networks,” IEEE Trans. Ind. Informat., vol. 8, no. 4, pp. 746–756,
Nov. 2012.

[38] M. Lawrynczuk, Computationally Efficient Model Predictive Con-
trol Algorithms: A Neural Network Approach. Basel, Switzerland:
Springer-Verlag, 2014.

[39] L. Cheng, Z.-G. Hou, and M. Tan, “Constrained multi-variable gener-
alized predictive control using a dual neural network,” Neural Comput.
Appl., vol. 16, no. 6, pp. 505–512, Sep. 2007.



CHENG et al.: NEURAL-NETWORK-BASED NMPC FOR PEAS 7727

[40] W. Liu, L. Cheng, Z.-G. Hou, J. Yu, and M. Tan, “An inversion-free
predictive controller for piezoelectric actuators based on a dynamic
linearized neural network model,” IEEE/ASME Trans. Mechatronics,
to be published, DOI: 10.1109/TMECH.2015.2431819.

[41] W. Liu, L. Cheng, Z.-G. Hou, and M. Tan, “An inversion-free model
predictive control with error compensation for piezoelectric actua-
tors,” in Proc. Amer. Control Conf., Chicago, IL, USA, Jul. 2015,
pp. 5489–5494.

[42] W. Liu, L. Cheng, H. Wang, Z.-G. Hou, and M. Tan, “An inversion-free
fuzzy predictive control for piezoelectric actuators,” in Proc. 27th Chin.
Control Decis. Conf., Qingdao China, May 2015, pp. 959–964.

Long Cheng (SM’14) received the B.S. degree
(with honors) in control engineering from Nankai
University, Tianjin, China, in July 2004 and the
Ph.D. degree (with honors) in control theory and
control engineering from the Chinese Academy
of Sciences, Beijing, China, in July 2009.

From February 2010 to September 2010,
he was a Postdoctoral Research Fellow
with the Department of Mechanical Engineer-
ing, College of Engineering, University of
Saskatchewan, Saskatoon, SK, Canada. From

September 2010 to March 2011, he was a Postdoctoral Research
Fellow with the Department of Mechanical and Industrial Engineering,
College of Engineering, Northeastern University, Boston, MA, USA.
From December 2013 to March 2014, he was a Visiting Scholar with the
Department of Electrical and Computer Engineering, Bourns College
of Engineering, University of California Riverside, Riverside, CA, USA.
Currently, he is a Professor with the State Key Laboratory of Manage-
ment and Control for Complex Systems, Institute of Automation, Chinese
Academy of Sciences. He is the author or coauthor of more than
50 technical papers published in peer-refereed journals and prestigious
conference proceedings. His current research interests include the
intelligent control of smart materials, the coordination of multiagent
systems, and neural networks and their applications to robotics.

Dr. Cheng is an Editorial Board Member of Neurocomputing and the
International Journal of Systems Science.

Weichuan Liu received the B.E. degree in con-
trol engineering from the North China University
of Technology, Beijing, China, in July 2013. He
is currently working toward the Ph.D. degree
in control theory and control engineering in the
State Key Laboratory of Management and Con-
trol for Complex Systems, Institute of Automa-
tion, Chinese Academy of Sciences, Beijing,
China.

His research interests include predictive
control, intelligent control, and nanorobots/

microrobots.

Zeng-Guang Hou (SM’09) received the B.E.
and M.E. degrees in electrical engineering from
Yanshan University (formerly Northeast Heavy
Machinery Institute), Qinhuangdao, China, in
1991 and 1993, respectively, and the Ph.D. de-
gree in electrical engineering from the Beijing
Institute of Technology, Beijing, China, in 1997.

He is currently a Professor with the State
Key Laboratory of Management and Control
for Complex Systems, Institute of Automation,
Chinese Academy of Sciences, Beijing, China.

His current research interests include neural networks, optimization
algorithms, robotics, and intelligent control systems.

Dr. Hou is an Associate Editor of the IEEE TRANSACTIONS ON
CYBERNETICS and an Editorial Board Member of Neural Networks.

Junzhi Yu (SM’14) received the B.E. degree in
safety engineering and the M.E. degree in pre-
cision instruments and mechanology from the
North China Institute of Technology, Taiyuan,
China, in 1998 and 2001, respectively, and the
Ph.D. degree in control theory and control engi-
neering from the Chinese Academy of Sciences,
Beijing, China, in 2003.

He is currently a Professor with the State
Key Laboratory of Management and Control
for Complex Systems, Institute of Automation,

Chinese Academy of Sciences. He is the author or coauthor of more
than 100 journal and conference papers. His research interests in-
clude biomimetic robots, intelligent control, and intelligent mechatronic
systems.

Dr. Yu is an Associate Editor of the IEEE/ASME TRANSACTIONS ON
MECHATRONICS.

Min Tan received the B.S. degree in control
engineering from Tsinghua University, Beijing,
China, in 1986 and the Ph.D. degree in con-
trol theory and control engineering from the
Chinese Academy of Sciences, Beijing, China,
in 1990.

He is a Professor with the State Key Lab-
oratory of Management and Control for Com-
plex Systems, Institute of Automation, Chinese
Academy of Sciences. His research interests
include advanced robot control, multirobot sys-

tems, biomimetic robots, and manufacturing systems.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


