VIDEO STEGANALYSIS BASED ON THE CONSTRAINTS OF MOTION VECTORS
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ABSTRACT

In this paper, we focus on detecting data hiding in motion
vectors of compressed video and propose a new steganalytic
algorithm based on the mutual constraints of motion vectors.
The constraints of motion vectors from multiple frames are
analyzed and formulized by three functions, then statistical
features are extracted based on these functions. Moreover,
we also incorporate calibration method to improve the detec-
tion accuracy. Experimental results demonstrate that the pro-
posed method can effectively attack typical motion-vector-
based video steganography.

Index Terms— Video steganalysis, stegnography, data
hiding, motion vector, mutual constraints

1. INTRODUCTION

Data hiding in video stream can achieve relatively high pay-
load of secret messages without drawing any suspicions.
Since video resources on the Internet are becoming abundant
nowadays, many steganographic algorithms for video have
been proposed. As videos are often stored and transmitted in
compressed format, the hiding messages should survive video
lossy compression. Therefore, most data hiding schemes
carry out in the compressed domain by modifying DCT coef-
ficients [1, 2, 3, 4] or motion vectors (MV5s) [5, 6, 7, 8,9, 10]
or by altering some details of video encoding [11, 12, 13].
Because of the advantage of much less distortion to the vi-
sual quality of the reconstructed frames, MV-based video
steganography become popular recently. In this paper, we
focus on detecting this kind of data hiding in videos.

MVs are generated in the process of motion estimation
while compressing a video. Most steganographic algorithms
hide data in MVs by changing their attributes such as their
magnitudes, phase angles, etc. And the key issue is the se-
lection of candidate M'Vs for data hiding under the principle
of maintaining the robustness and low distortions. In [6, 7],
the MV whose magnitude is above a predefined threshold is
selected and its least signicant bits (LSB) of both components
are used for hiding the secret message bit stream. The au-
thors in [8] embed each bit in a pair of MVs by utilizing the
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difference of their phase angles. The method in [9] focused
on achieving a minimum distortion to the prediction error by
choosing MVs associated with macroblocks of high predic-
tion error. In [14], the authors use adopting nonshared rules
to select MVs and minimize the distortion by using perturbed
motion estimation.

Correspondingly, video steganalysis is drawing more at-
tention while video steganographic algorithms are constantly
emerging. Similar with image steganalysis, the basic as-
sumption for video steganalysis is that the embedding of a
message changes some statistical properties of the video.
Hence the essence of steganalytic methods is to reveal and
measure these distortions. For this task, pattern classication
is employed, in which discriminative features are extracted
from cover and stego videos and a classier as detector is
trained using machine learning methods. Inspired by image
steganalysis, many feature sets are built for detecting data
hiding in video frames, but these methods cannot effectively
attack MV-based steganography since the modifications of
MVs produce little quality degradation to the frames. Thus,
it is desirable to design specific methods to detect such MV-
based data hiding scheme. In [15], on the distribution of the
differences between adjacent MVs, the authors formulated
feature vector by aliasing degrees of the probability mass
function (PMF) and the center of mass (COM) of the char-
acteristic function. Later, this method was improved in [16]
by using second-order difference of adjacent MVs. But these
features were incompetent to detect new hiding algorithms
which employ restoration strategies to maintain the statistics
such as the method in [10]. The authors in [17], pointed out
the phenomenon of MV reversion and proposed calibration
based features for steganalysis. However, their features are
sensitive to the tendency of MV reversion and the detection
performance is likely to drop if some optimized measures
were adopted to weaken the inclination of MV reversion.

In this paper, we propose a new method to detect the ex-
istence of hidden messages in MVs based on the mutual con-
straints of MVs from multiple frames, provided the fact that
the constraints will be destroyed in the process of data hid-
ing and it is very difficult for the data hiding algorithms to
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maintain all these constraints. Experimental results show that
our method outperforms the state-of-the-art steganalyzer on
MV-based steganography.

The remainder of this paper is organized as follows: in
Section 2 we overview the process of video compression and
then discuss the mutual constraints of MVs. In Section 3, we
measure the deviation of the constraint of MVs introduced
by data hiding and build features for steganalysis. Then the
experimental results are presented in Section 4. Finally, the
conclusion is drawn in Section 5.

2. THE CONSTRAINTS OF MOTION VECTORS

In this section, we introduce briefly the basic principle and
process of video compression first, and then analyze the de-
tails of motion-compensated prediction to explain the con-
straints of motion vectors.

2.1. Video compression

Video compression is used to reduce spatial and temporal re-
dundancy in video data. Many international standards are set
for video compression, such as MPEG-2, MPEG-4, ITU-T
H.263, H.264, etc. and a variety of video compression codecs
are designed based on these standards. Although the codecs
are varying in details, they are similar in using two basic tech-
niques: intraframe coding and interframe coding [18]. The
intra-coded frame is known as I-frame, which is encoded us-
ing image compression techniques similar to JPEG. Mean-
while, interframe coding typically uses motion estimation and
compensation to predict current frame by one or more neigh-
boring frames. The frame predicted from previous frames
is called P-frame, while the frame predicted bidirectionally
from previous and future frames is called B-frame. Usually,
the prediction is block-based: frames are divided into non-
overlapping macroblocks. Then the encoder will try to find a
block similar to the one it is encoding on a previously encoded
frame, referred to as a reference frame. In most designs, this
process is done by a block matching algorithm. If the encoder
succeeds in finding a matching block on a reference frame,
it will obtain prediction errors (residuals) and a motion vec-
tor (with horizontal and vertical components) pointing to the
matched block. Fig.1. shows the whole process.

When compressing a video, the majority of video codecs
arrange I-frames, B-frames and P-frames into GOPs (Group
Of Pictures). Each GOP begins with an I-frame and then
comes a P-frame after every few B-frames. In MPEG-2 stan-
dard, a typical GOP structure is IBBPBBPBBI. The I-frame is
used to predict the first P-frame and these two frames are also
used to predict the first and the second B-frame. The second
P-frame is predicted using the first P-frame and they join to
predict the third and fourth B-frames. The fifth and sixth B-
frames are predicted using the second P-frame and the second
I-frame. The scheme is shown in Fig.2.

Target

DCT

S bifference » QUaNtIZation
Reference RLE

Huffman code

— 01101001

\ Best match
Motion Vector

Fig. 1. Interframe coding process.
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Fig. 2. Frames in a GOP and their relationships.

2.2. Constraints of MVs

To illustrate the constraints of MVs from different frames,
we focus on the frames in a GOP with a certain structure
IBBPBBPBBI as shown in Fig.2. For example, given a video
sequence of a moving man, and the first four frames in a GOP
are shown in Fig.3. In the motion compensation stage of en-
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Fig. 3. The first four frames in a GOP of a moving man.

coding, P4 is predicted by I1 while B2 and B3 are bidirec-
tional predicted using I1 and P4. As the prediction is block-
based, we consider a certain block (for instance, the block
contains the man’s head) in current being encoded frame, as
shown in Fig.4. Assume that M Br;, M Bpy, M Bpgiand
M Bps are similar blocks in different frames: 11, P4, B1 and
B2, respectively. When P4 is being encoded, for the block
M Bpy in P4, the encoder will find the best matching block
M By in 11 and return a motion vector mvgy, as shown in
Fig4.(a). Similarly, for block M Bg; in Bl and M Bps in B2,
the matching block in I1 and P4 are M By, and M Bpy, the
corresponding forward and backward MVs are mvy and mv;,
mv3 and mvy, as shown in Fig4.(b) and (c).

We consider these MVs in the same coordinate system,
as shown in Fig.5. Then we can find the constraints of these
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Fig. 4. Block-based motion estimation. (a) Matching block
for M Bpy (b) Matching blocks for M Bpg; (c) Matching
blocks for M Bps.
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Fig. 5. The constraints of four MVs.

motion vectors easily. According to the operation rule of vec-
tor (the Triangle Rule), the following equations can be estab-
lished

mv,; = mv; — mvg (D)

mv, = mvs — Ivy (2)
From (1) and (2), we can also get
mv;—mvs= mMvz—IMvy 3)

In order to state conveniently, we take 4 frames, two anchor
frames (I or P) and two B frames between them, as a motion
estimation group (MEG), and there are three MEGs in a GOP.
As frames are divided into non-overlapping blocks in motion
compensation, we also take four matched blocks from each
frame in a MEG, as a group of blocks (GOB). Five MVs can
be obtained in the matching process of the blocks in a GOB.
Then equations (1), (2) and (3) indicate the constraints of the
MVs of a GOB.

However we should note that these equations can be true
only when the four blocks in a GOB are similar blocks and
the encoder succeeds in matching them.

3. PROPOSED METHOD

3.1. MYV constraint-based features

As we revealed in Section 2, the MVs of a GOB have con-
straints. It is expected that the constraints will be destroyed
by the data hiding operation. Based on this assumption, dis-
criminative features can be extracted from cover and stego
videos for training a classier to detect data hiding in MVs.

We calculate the difference (also is a vector, as follows)
between the two sides of each constraint equation, and use
the L1 norm of the difference vector to measure the deviation
of the constraint introduced by data hiding operation.

di = |mvg + mvy, — mvy||; 4)
dy = |mvg + mvy — mvs||, (5)
d3 = ||mv1 + mvy, —mvy — 1’1’1V3H1 (6)

Taking each GOP as a unit of analysis, we search all GOBs
in a GOP and then calculate d;, d> and d3 for each GOB. We
make use of the histograms (defined in the following) of d;,
ds and d3 in a GOP as steganalytic features.

Hy(k) = {ildi(i) = k }| ©)
Hy(k) = [{i]d2(i) = k }| (8)
Hj(k) = [{ilds(i) = k }| 9)
Where k=0, 1,---, U, ¢=1, 2,---, N, U is the upper

bound of the deviation and N is the number of GOBs in one
GOP. We predefine a threshold 7" and only use histograms that
k < T, because histograms of £>T" are usually statistically
unimportant due to the small number of them. Since H; and
Hs are very similar, we adopt the average of them to reduce
the feature dimension, and then we combine it with H3 to get
a merged feature vector as

F =[(H, + Hy)/2 Hs] (10)

3.2. Calibration of MVs

Calibration is used to estimate statistical features of the cover
from the stego media. It has been shown to improve detection
accuracy of feature-based blind steganalysis. In [17], the au-
thors explained the reversion of MVs while recompressing the
stego video and then suggested a calibration-based approach
for video steganalysis. Stego video is perceptually similar to
the cover video. While recompression, the encoder recalcu-
lates the M Vs and the obtained MVs are hardly influenced by
previous modification (data hiding). The MVs of the recom-
pressed stego video approximate to that of the original cover
video.

In our method, we use the calibrated MVs to calculate
the deviations dll, d;, and dl3 as described in (4, 5, 6). The
histograms of the differences between d;- and d;(j = 1,2,3)
are used as features and they will be more sensitive to the
changes of MVs introduced by data hiding. So we combine
these features with the initial feature vector I’ to obtain a new
feature vector for steganalysis.

4. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed method, we
compare it with the state-of-the-art method (Cao er al’s
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Table 1. Experimental results
Stegl Steg2
AR(%) | TN(%) | TP(%) | AR(%) | TN(%) | TP(%)
Cao’s method | 86.14 | 87.31 | 8497 | 72.36 | 71.47 | 73.25
Proposed method | 89.29 | 90.33 | 8824 | 80.21 | 81.32 | 79.10

method) reported in [17] on attacking two typical MV-based
steganographic algorithms: Xu et al’s [7] and Aly’s [9],
referred to as Stegl and Steg2. The video database is com-
posed of 28 CIF video sequences in the 4:2:0 YUV format
downloaded from the Internet. The cover and stego videos
are all compressed using MPEG-2 encoder with standard set-
tings (the GOP structure is IBBPBBPBBI). Feature vector is
extracted from each GOP and the total number of GOPs is
up to 1350. We use SVM with RBF kernel as classifier and
randomly select 20 video sequences (931 GOPs) as training
set and the rest as testing set.

The experimental results are shown in Table 1. We use
true positive (TP) rate, true negative (TN) rate, and average
rate (AR) to compare the detection performance. True posi-
tive rate stands for proportion of stego samples be correctly
classified, and vice versa true negative rate. Average rate is
the average value of TP and TN. Note that all of the rates
are calculate treating each GOP as a unit. The detector re-
ceiver operating characteristic (ROC) curves of the detectors
are plotted in Fig.6.
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Fig. 6. ROC curves of the detectors.

From the experimental results, it is clear that our pro-
posed method outperforms Cao’s especially for Steg2. As
mentioned in Section 2, Stegl chooses the MVs with large
magnitudes for data hiding and it is relatively easy to be de-
tected; Steg2 is a new method which has very low distortion
to the quality of the video and it is believed as one of the
most undetectable MV-based steganographic algorithms. Our
method shows obvious advantage in attacking Steg?2.

5. CONCLUSION

This paper has introduced a new method against MV-based
video steganography. The method has shown higher perfor-

mance compared to another one from the literature. Although
our method needs to be tested in attacking more steganogra-
phyic algorithms, it is convinced that the constraints of MVs
are helpful for steganalysis. This new idea might suggest new
issues for working in this field. It is expected that the con-
straints of MVs may play a greater role in the future if we
can find a better way to describe and measure the statistical
changes of such constraints.
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