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Abstract

One popular solution to the problem of cross-domain object recognition is minimiz-
ing the difference between source and target distributions. Existing methods are devoted
to minimizing that domain difference in a complex image space, which makes the prob-
lem hard to solve because of background influence. To discount the influence, we pro-
pose to minimize that difference using object alignment. We firstly present an algorithm
to effectively align the object that appears in a set of images, and learn detectors for the
aligned objects so that the detectors are robust to the influence of irrelevant background.
Then we utilize the classification information from the image space to enhance our de-
tectors. Finally, based on the detectors, we introduce a self-paced adaptation method to
further reduce the domain difference. Experimental results demonstrate that the object
alignment is effective to minimize the domain difference, and show the state-of-the-art
recognition performance on several visual domain adaptation datasets.

1 Introduction
Cross-domain object recognition [27] has long been one of the challenging problems in com-
puter vision. This problem typically arises when training (source domain) and test (target
domain) samples are drawn from different distributions. In the problem of object recogni-
tion, this case is usually caused by the situation that training and test samples are acquired
under different sets of background, lighting, view point, resolution conditions, etc. Taking
the domain adaptation (DA) benchmark dataset for an example, it consists of four different
domains, and some examples from each domain are shown in Figure 1. The images from We-
bcam and DSLR are obtained under different resolution conditions yet a similar background;
the Amazon consists of product images from amazon.com with a clean background, while
the images in Caltech are captured under some more complex environment conditions.
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Figure 1: Sample images from four benchmark domains.

Caltech 

Webcam 

T
f

S
f

Source Domain: SX

Target Domain: TX

Caltech 

Webcam 

(a) (b)
Figure 2: Comparison of methods for a four-class problem on DA. (a) Existing methods
minimize the domain difference based on two ambiguous image feature spaces: XS and XT .
(b) We minimize the domain difference based on two more similar feature spaces consist of
aligned objects: X̃S and X̃T . Best viewed in color.

The key point of cross-domain object recognition is minimizing the distribution differ-
ence between source and target domains. This problem has received considerable atten-
tion in recent years. Some previous work [3, 16, 23, 24, 29] focus on learning a new
domain-invariant feature representation by looking for a common projection space. Sam-
ple re-weighting, or selection methods [4, 13, 19] try to match the distributions of the source
and target samples by assigning optimal weights to the source samples. To link the source
and target domains, several subspace based DA methods [12, 14, 22] propose to learn a set
of intermediate subspaces to capture the intrinsic domain shift between two domains.

Let XS and XT denote the samples of the source and target domains respectively, and
D(XS,XT ) denote the domain distribution difference caused by different sets of background,
lighting, view point, resolution conditions, etc. Based on the image feature space of XS and
XT , the previous efforts are devoted to learning new transformations fS and fT to minimize
D( fS(XS), fT (XT )), as shown in Figure 2 (a). For object recognition, a good object represen-
tation (e.g., deep learning feature [9]) is robust to some influence factors, such as lighting,
view point, resolution conditions, etc. However, since the object and background are twisted
in that image feature space, the discrepancy caused by background is difficult to eliminate,
which makes it hard to learn optimal fS and fT for minimizing D( fS(XS), fT (XT )). If we can
discount the influence from the ambiguous background before generating that feature space,
the problem of cross-domain object recognition would be much easier.

In light of the above discussion, we propose a novel viewpoint on cross-domain objec-
t recognition. We minimize the domain difference by transferring to the feature space of
aligned objects X̃S and X̃T , but not the image feature space having background influence,
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as shown in Figure 2 (b). To explore the aligned objects, we first utilize the Probabilistic
Latent Semantic Analysis (pLSA) [18] to discover the object that appears in a set of images.
Then, based on the aligned objects, we learn detectors that are robust to the influence of the
irrelevant background, which simplify the problem of cross-domain object recognition. In
addition, we utilize the image classification information to enhance our detectors. Finally,
to adapt source data to target data, we introduce a self-paced detector adaptation method
that takes full advantage of the target domain to further reduce the domain difference. Ex-
perimental results demonstrate that the object alignment is beneficial to reduce the domain
difference, and show the state-of-the-art performance on several visual domain adaptation
datasets.

2 Related Work
We briefly review the relevant work on domain adaptation and object alignment as follows.

For cross-domain object recognition, one kind of approach is to learn a new domain-
invariant feature representation by exploring a common projection space [3, 16, 23, 24,
28, 29]. Methods like manifold-alignment [32, 33] and low-rank reconstruction [20] are
also introduced to learn that new representation. Another kind of approach, sample re-
weighting [19] or selection [4, 13], is devoted to finding out a subset of source samples
which are similar to the target samples. Moreover, to capture the intrinsic domain shift be-
tween source and target domains, a mapping function [10] between the source and target
subspaces or a set of intermediate subspaces [12, 14, 17] is learned to link the two domains.

Object alignment based methods have been proposed for fine-grained recognition [2],
pedestrian detector adaptation [35], etc. However, their detectors are learned in supervised
way, which are not suitable for us since there is no ground-truth bounding box of the object
available in the DA datasets.

In this paper, we present a new strategy for cross-domain object recognition. Compared
with the existing methods that minimize the domain difference in an ambiguous image fea-
ture space, we minimize that difference based on the feature space of aligned objects, which
makes two distributions more similar. This method, we believe and as suggested by the
experiments, makes cross-domain object recognition much easier than before.

3 Proposed Method
The key insight of our approach is that the difference between the source and target distri-
butions can be reduced by discounting the influence from the ambiguous background. We
define the semantic object as the object that occurs in all the images of one class. To discount
the background influence, our primary goal is to automatically localize the semantic object
so that the irrelevant background is eliminated. Then based on the semantic object regions,
we can learn an object detector that is robust to the influence of the irrelevant background
and makes the cross-domain object recognition much easier than before. In addition, since
our detectors are learned in a weakly supervised [34] way, we utilize the classification results
from the image feature space to enhance our object detectors to avoid performance degrada-
tion. Finally, based on the detectors, a self-paced adaptation method is introduced to link the
source and target data to further reduce the domain difference. The pipeline of our method
is summarized in Figure 3. The rest of this section will describe our method step by step.
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Figure 3: Pipeline of our method. Best viewed in color.

3.1 Object representation

In order to localize the semantic object region, we first generate sufficient category-independent
region proposals of each image, which contains the semantic object with a high recall. A lot
of recent studies offer solutions for the region proposals, such as objectness [1], constrained
parametric min-cuts [8], selective search [31], etc. Among them, the selective search [11]
shows higher recall on a generic object detection task (PASCAL VOC 2012). Thus we use
selective search to generate about 1000 region proposals per image.

In order to distinguish the semantic object regions from other regions, it is necessary
to describe each region proposal with a powerful descriptor, which would have tolerance
to a certain degree of viewpoint, lighting, resolution and style change. In recent years, the
convolutional neural network (CNN) based image representation has shown great success in
the field of image recognition. The surprising image recognition accuracy on the ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) [9, 25] shows that CNN feature de-
scriptor has great tolerance to intra-class variations. Thus, we compute a CNN based feature
for each region proposal.

3.2 Object alignment for learning detectors

Object alignment: Given large quantities of region proposals, what we only know are their
image category labels, instead of the labels indicating if they are semantic objects. Thus,
we need to discover the semantic object that occurs in all the images of one class firstly.
This is identical to semantic topic mining in statistical text analysis. The widely-used two
semantic topic discovery models are probabilistic Latent Semantic Analysis(pLSA) [18] and
Latent Dirichlet Allocation (LDA) [6]. Since the pLSA is simple and fast, we apply pLSA
to discover the semantic object in the region proposals.

We will describe the model using the original terms “documents” and “words” as used
in the text literature. In our case, documents correspond to region proposals, and the CNN
representation of a document can correspond to the occurrence frequency of words for two
reasons. Firstly, all the region representation is non-negative because of the Rectified Linear
Units [11]. Secondly, we regard each neuron in the full connection layer as a visual word,
and the CNN representation as the soft version of the occurrence frequency on these words.
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Figure 4: Latent variable model.

Suppose there are N documents, each of which is represented by a CNN feature of dimension
M. The feature matrix of size M by N, namely the co-occurrence table in text analysis, where
n(wi,d j) stores the number of occurrences of a word (neuron) wi in a document d j.

The pLSA model introduces a latent topic variable zk associated with each occurrence
of a word wi in a document d j. Marginalizing over topics zk, the conditional probability
P(wi|d j) can be formulated as following [26, 30],

P(wi|d j) =
K

∑
k=1

P(zk|d j)P(wi|zk). (1)

where P(zk|d j) is the probability of topic zk occurring in document d j, and P(wi|zk) is the
probability of a word wi occurring in a particular topic zk.

The model in Eq. (1) amounts to a matrix decomposition with the constraint that each
document is expressed as a convex combination of K latent topic vectors, as shown in Fig-
ure 4. This latent variable model1 can be fitted using the Expectation Maximization (EM)
algorithm as described in [18].

To ensure that the visually similar objects (i.e., semantic object) are aligned into one
topic, a region proposal d j is assigned to topic zk if P(zk|d j) is the maximum probability
among distributions P(z|d j). As shown in Figure 3, we discover 3 topics in the backpack
category. One topic consists of the semantic object regions, i.e., backpack, and the other two
topics consist of region proposals from background and some small object parts respectively.

Learning detectors: Given the topics of one image category, we aim to learn a detector
for the semantic object. Although the semantic object has been aligned into one topic, we
still do not know which topic contains the object of interest. For most images, the object
of interest is the semantic object occurring in the original image. Therefore, if a detector
(one-versus-all linear SVM) is trained by treating samples from the semantic object topic as
positive samples and samples from the rest topics as negative samples, it would show the
maximum response on the original image feature space. Following this intuitive approach,
we learn one detector for each topic where positive samples are from this topic and negative
samples are from the rest topics. Then all the detectors are tested on the original input image
space, and the experimental results validate our intuition.

In addition, there may be some noisy region proposals in the semantic object topic. In
order to learn a robust detector, all the proposals in the semantic object topic are sorted by
the value of P(zk|d j). Then part of the top-ranking proposals in the semantic object topic
are selected as positive samples to train an object detector. According to this, our learned
detectors are robust to the noise samples and irrelevant background, which would improve
the performance of cross-domain object recognition.

1The code is available online.
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3.3 Detector enhancement
Because the ground truth bounding box of the object is unavailable during training pro-
cess, our learned detectors may localize some objects inaccurately. In addition, when the
samples from different domains are captured under the same background, that background
information would be useful to cross-domain object recognition. To avoid deterioration of
recognition performance due to error-detection or missing the useful background, we utilize
the classification results of the original image feature space to enhance our detectors. On
one hand, we train a one-versus-all linear SVM on feature descriptors extracted over original
images in source domain. On the other hand, given a test image from the target domain,
we run selective search to generate region proposals. Since the aligned semantic object is
more robust to the domain difference, the detectors learned in the source domain are used in
the target domain to detect the object. Then we utilize the responses from the object detec-
tors and the image classifiers jointly to determine the final category of an test image. The
responses are linearly combined in the following form:

~s = α ∗ ~d +(1−α)∗~c. (2)

where ~d is the response of the object detectors, and~c is the response of the image classifiers.
Finally, the category of an image is determined based on the final score~s. In this paper, the
parameter α is set by cross-validation.

3.4 Self-paced adaptation
Based on the learned detectors, we use a self-paced adaptation method to link the source and
target domains. The algorithm we presented above has not utilized the information from the
target domain yet. In order to take full advantage of the target domain to further reduce the
domain difference, it will be helpful to add some unlabeled samples from target domain to
source domain while training the models. To this end, all the samples in the target domain
are scored by our learned models. Then the top-ranking target samples and their region
proposals are selected as training data and added to source domain. The selected samples
would be regarded as an intermediate domain linking the source and target domains, and
then the model is re-trained. We can do this iteratively to ensure a high performance.

4 Experiments

4.1 Experiment on Office-Caltech dataset
In this section, we evaluate our method on the widely-used Office-Caltech benchmark [3,
4, 10, 12, 13, 14] for cross-domain object recognition. We compare the proposed method
with several competitive ones. Experimental results show that our method is effective for
cross-domain object recognition, and we achieve the state-of-the-art performance.

4.1.1 Dataset and data preparation

The widely-used Office-Caltech dataset for cross-domain image recognition is composed of
four domains: Amazon (denoted by A), DSLR (denoted by D), Webcam (denoted by W)
and Caltech (denoted by C). The first three domains are from the office dataset [27]. The
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Figure 5: Recognition performance under different parameter settings: (a) number of topics
for object alignment, (b) percent of object proposals for learning detectors, (c) weight for
detector enhancement.

Caltech domain is introduced in [15]. There are 10 common classes in four domains. The
number of images per class ranges from 8 to 151, and there are 2533 images in total.

The previous studies represented an image by SURF features encoded with a visual dic-
tionary of 800 words, which were computed via K-means on a subset of Amazon images. In
our experiments, we extract deep convolutional features based on an ImageNet pre-trained
CNN. The CNN setup is identical to the one presented in [21]. We define fc6 as the output
of the first fully connection layer. We use fc6 to represent the images and region proposals.

4.1.2 Parameter settings

In our method, there are 3 main parameters: topic number K for object alignment, top N per-
cent of semantic object proposals for learning detectors and weight α for detector enhance-
ment. We take two representative domains A (with clean background) and C (with complex
background) for example, and set the three parameters in turn by 5-fold cross-validation.
The corresponding experimental results on two pairs (A→ C and C→ A) of cross-domain
object recognition are shown in Figure 5. Based on these results, it is reasonable to set K = 3,
N = 10 and α = 0.6 for object recognition across A and C. For simplicity, we set K = 3,
N = 10 and α = 0.6 for all the domain pairs in Office-Caltech dataset.

4.1.3 Results of object alignment and detector enhancement

Since there are only a few samples in DSLR, it is not used as a source domain in most of the
previous work. In this paper, we also focus on the remaining 9 pairs of source (S) and target
(T) domains. We denote a cross-domain image recognition problem by the notation S→ T.
Table 1 reports two sets of results base on SURF and CNN features respectively.

The first set of results in Table 1 are given based on SURF features. We quote these
results directly from their papers.

The second set of results in Table 1 are given based on CNN features. For the baseline
method, we use the source data only and the CNN features extracted from the whole image
to train classifiers (linear SVM). Compared to the previous state of the art, our baseline val-
idates that a good representation is helpful to reduce the difference of the source and target
distributions. The two most popular DA methods (SA [10] and GFK [12]) show a slight
performance increment over the baseline. Compared to the popular methods, although our
detectors are learned using the source data only, it shows significant performance improve-
ment except for the cases that A→ C,D,W and W→ D. This is to be expected since the
image in Amazon is object centered with clean background and the samples with the same
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Method A→C A→D A→W C→A C→D C→W W→A W→C W→D
Baseline 41.2 38.2 34.9 49.5 42.0 38.0 35.0 32.8 83.4
TCA [23] 35.0 36.3 27.8 41.4 45.2 32.5 24.2 22.5 80.2
GFS [14] 39.2 36.3 33.6 43.6 40.8 36.3 33.5 30.9 75.7
GFK [12] 42.2 42.7 40.7 44.5 43.3 44.7 31.8 30.8 75.6
SCL [7] 42.3 36.9 34.9 49.3 42.0 39.3 34.7 32.5 83.4
SA [10] 39.9 38.8 39.6 46.1 39.4 38.9 39.3 31.8 77.9
LMS [13] 45.5 47.1 46.1 56.7 57.3 49.5 40.2 35.4 75.2
DIP [3] 47.2 49.0 47.8 58.7 61.2 58.0 40.9 37.2 91.7
SIE [4] 48.2 49.1 48.1 56.7 61.2 58.0 42.7 38.6 93.0
Our baseline 80.8 78.4 77.3 85.4 76.6 72.0 70.1 64.8 95.1
SA [10] 79.9 78.5 77.7 88.6 79.6 77.2 71.1 64.1 95.5
GFK [12] 79.1 80.4 78.5 82.8 79.7 74.5 70.0 67.3 96.1
Our detector 80.9 71.3 72.9 89.8 81.5 78.6 73.4 70.7 90.4
Our DE 85.4 80.9 81.0 93.4 85.4 80.0 79.6 72.1 97.5

Table 1: Recognition accuracies on 9 pairs of cross-domain object recognition. The first set
of results are obtained by using SURF features. The second set of results are obtained by
using CNN features.

class label in Webcam and DSLR domains are captured under the same background condi-
tions. This evidences that our object alignment is beneficial to reduce the difference between
domains with different backgrounds, but it will miss the useful background information of
some domain pairs. To avoid losing recognition performance, our detector enhancement
(DE) utilizes the classification information from the image space to enhance our detectors,
which performs the best on all pairs.

4.1.4 Results on self-paced adaptation

It is worth noting that all our results are given by the models trained with data from the
source domain only. Compared with other existing DA methods, we have not utilized the
information from the target domain yet. As a consequence, in this experiment, our self-paced
adaptation method retrains our models 4 times by setting top N as [5,10,15,20] respectively.
For each time, we select the top N target samples in each class by the models learned in the
previous time as training samples added to the source domain. In this process, our detectors
are retrained according to the top 5 region proposals of each selected sample. The recognition
accuracies are reported in Table 2. Compared with the baseline method which is learned in
a similar way but without the detectors, the performance of our self-paced adaptation is
gradually improved and is much better than the baseline. It demonstrates that the source
domain is effectively adapted to the target domain according to our object alignment.

4.2 Experiment on Bing-Caltech dataset
In this section, we evaluate our method on a larger and more complicated Bing-Caltech
dataset created by [5].

4.2.1 Experimental set-up

The Bing-Caltech dataset contains all 256 categories from Caltech dataset. Each category
in Bing-Caltech is augmented with 300 web images which collected through textual search
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Method top N A→C A→D A→W C→A C→D C→W W→A W→C W→D
Baseline 5 84.7 82.2 80.0 93.5 79.0 77.6 77.7 64.6 96.8

10 84.2 84.7 83.1 93.9 80.9 78.0 77.7 65.3 97.5
15 83.3 86.0 85.4 94.1 82.2 79.0 73.6 62.8 97.5
20 83.2 86.0 87.5 93.9 82.2 80.7 74.1 60.7 97.5

Ours 5 86.2 87.9 84.1 93.7 87.3 84.1 86.2 76.9 98.1
10 86.5 89.2 89.8 93.9 88.5 87.8 90.1 80.4 98.7
15 86.5 97.5 90.8 94.4 94.3 90.5 92.0 82.1 100.0
20 86.7 97.5 91.5 94.4 96.8 93.6 92.8 83.0 100.0

Table 2: Recognition accuracies of self-paced adaptation on 9 pairs of domains using the
deep features.
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Figure 6: Performance of different methods on Bing-Caltech based cross-domain object
recognition. This figure is best viewed in color.

using Bing. Thus, in Bing-Caltech, the image content include object and background is
more complicated than the one in Office-Caltech dataset. However, we can see that there are
many error labeled images in Bing-Caltech due to the textual search. In order to ensure the
reliability of recognition accuracy, the Bing-Caltech cannot be considered as a test dataset.
As a consequence, we can just take the Bing-Caltech as the source domain for cross-domain
object recognition. Here, we take the domains in Office-Caltech as the target domains.

Our experiments are based on the data from the 10 common classes among Bing-Caltech
(denoted by B) and the four domains in Office-Caltech. Similar to the previous one, all the
images and region proposals are represented by the deep convolutional features. For Bing-
Caltech, we set K = 9, N = 50 and α = 0.6 for all domain pairs based on the cross-validation
introduced before.

4.2.2 Recognition results

Figure 6 shows a comparison of the results of different methods on 4 source-target pairs. For
simplicity, we set top N as 5 for our final self-paced adaptation method. As can be seen, our
object alignment based object detector shows significant performance improvement com-
pared to the two representative methods for domain adaptation. It proves that discounting
the influence from the ambiguous background is an effective way for reducing the domain
difference. Moreover, the recognition performance is further improved base on our detector
enhancement. After that, by utilizing some unlabeled samples from target domain, our final
self-paced adaptation method achieves the best performance over all domain pairs.
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5 Conclusion
We have presented a novel solution for the problem of cross-domain object recognition.
We have reduced the domain difference by discounting the influence from the ambiguous
background using object alignment. In particular, we have presented an effective algorithm
to eliminate the irrelevant background by aligning the semantic object, and learned detectors
which simplify the problem of cross-domain object recognition. We have also utilized the
classification information to enhance our detectors. Finally, based on the detectors, we have
introduced a self-paced adaptation method to further reduce the domain difference. Our
experimental results have demonstrated the benefits of our object alignment on minimizing
domain difference. We have showed that our final approach achieved the state-of-the-art
performance on several visual domain adaptation datasets.
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