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Abstract—This paper is concerned with a novel generalized
policy iteration algorithm for solving optimal control prob-
lems for discrete-time nonlinear systems. The idea is to use
an iterative adaptive dynamic programming algorithm to obtain
iterative control laws which make the iterative value functions
converge to the optimum. Initialized by an admissible control
law, it is shown that the iterative value functions are mono-
tonically nonincreasing and converge to the optimal solution of
Hamilton–Jacobi–Bellman equation, under the assumption that
a perfect function approximation is employed. The admissibility
property is analyzed, which shows that any of the iterative con-
trol laws can stabilize the nonlinear system. Neural networks are
utilized to implement the generalized policy iteration algorithm,
by approximating the iterative value function and computing
the iterative control law, respectively, to achieve approximate
optimal control. Finally, numerical examples are presented to
verify the effectiveness of the present generalized policy iteration
algorithm.

Index Terms—Adaptive critic designs, adaptive dynamic
programming (ADP), approximate dynamic programming,
generalized policy iteration, neural networks, neuro-dynamic pro-
gramming, nonlinear systems, optimal control, reinforcement
learning.

I. INTRODUCTION

REINFORCEMENT learning, one of the most active
research areas in artificial intelligence, is a computa-

tional approach to learning whereby an agent tries to opti-
mize the total amount of reward it receives when interacting
with its environment [1]–[4]. Associated with reinforcement
learning methods and optimal control, adaptive dynamic pro-
gramming (ADP), proposed by Werbos [5], [6], overcomes
the curse of dimensionality problem in dynamic program-
ming (DP) by approximating the performance index function
forward-in-time and becomes an important brain-like intel-
ligent method of approximate optimal control for nonlinear
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systems [7]–[15]. In [16] and [17], ADP approaches were
classified into several main schemes which were heuristic
DP (HDP), dual HDP (DHP), globalized DHP (GDHP), and
their action-dependent versions.

Iterative methods are primary tools in ADP to obtain the
approximate solution of the Hamilton–Jacobi–Bellman (HJB)
equation and have received more and more attention [18]–[25].
The previous iterative ADP algorithms can be classified
into two main schemes which are based on value and
policy iterations, respectively [26], [27]. The value iter-
ation algorithm for optimal control of nonlinear systems
was first given in [27] and [28]. In [29], the conver-
gence of discrete-time value iteration algorithm was proven.
In [30], the value iteration algorithm was applied to solve
optimal tracking control problems for nonlinear systems.
In [31], the value iteration algorithm was applied by
DHP. In [32], the value iteration ADP is implemented by
GDHP. Policy iteration algorithms for optimal control of
continuous-time systems were given in [33] and [34]. In [35],
the policy iteration algorithm was successfully applied to
solve continuous-time complex-valued systems. In [36], a
discrete-time policy iteration was developed with conver-
gence and stability proofs. Based on the framework of
value and policy iteration algorithms, many investigations
of iterative ADP algorithms have been developed, such
as iterative θ -ADP algorithm [37], [38], ε-optimal con-
trol [39], [40], ADP with constraints [41]–[43], zero-sum
and nonzero-sum games [44]–[48], finite-approximation-error-
based ADP [49]–[52], ADP with unknown and partially-
unknown systems [53]–[55], online ADP [56], [57], mul-
tiagent optimal control [58], [59], integral reinforcement
learning [60], [61], and dual critic network design [62].

In [4], a generalized policy iteration algorithm, which con-
tained policy iteration and value iteration as special cases, was
constructed as a new iterative ADP algorithm to solve optimal
control problems. Generalized policy iteration algorithms
for continuous-time systems were studied in [63] and [64].
The stability and convergence properties of continuous-time
generalized policy iteration algorithms were analyzed in [65].
The sketch of the generalized policy iteration algorithm for
discrete-time nonlinear systems was described in [4] and [26],
respectively. In [4], it was pointed out that most of the discrete-
time reinforcement learning methods could be described as
generalized policy iteration algorithms. Hence, the investiga-
tions of the generalized policy iteration algorithms are impor-
tant for the development of ADP. However, the generalized
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policy iteration algorithms have inherent differences from the
value and policy iteration algorithms. This makes the property
analysis of value and policy iteration algorithms invalid for
generalized policy iteration algorithms. Till now, the discus-
sions on the properties of the generalized policy iteration
algorithms for discrete-time control systems were very scarce.
To the best of the authors’ knowledge, only in [66], the
properties of the generalized policy iteration algorithms were
analyzed, while the stability property of the system under the
iterative control law in [66] cannot be guaranteed. Hence, it
is important to establish a new generalized policy iteration
algorithm with new analysis methods. This motivates our
research.

In this paper, inspired by [4], [26], and [66], a generalized
policy iteration algorithm is developed to solve the approx-
imate optimal control problems of discrete-time nonlinear
systems. First, the detailed iteration procedure of the gener-
alized policy iteration algorithm for discrete-time nonlinear
systems is presented. Second, the properties of the general-
ized policy iteration algorithm are developed. Initialized by
an arbitrary admissible control law, it proves that the general
framework of the generalized policy iteration algorithm will
converge to the optimal performance index function and the
optimal control law, under the strictly-hypothetical assump-
tion that a perfect function approximation is available. It
shows that the iterative value function is monotonically non-
increasing and converges to the optimal performance index
function. We emphasize that any of the iterative control laws
is proven to stabilize the nonlinear systems. Next, some effec-
tive methods are developed to overcome the difficulties of
obtaining the initial conditions for the generalized policy iter-
ation algorithm, which make the present generalized policy
iteration algorithm more suitable in applications. Neural net-
works are used to make an approximation implementation of
the generalized policy iteration algorithm, where the approxi-
mate optimal performance index function and control law are
obtained. Simulation results will illustrate the effectiveness of
the present algorithm.

This paper is organized as follows. In Section II, prelim-
inaries and assumptions of the generalized policy iteration
algorithm are presented. In Section III, the monotonicity
and convergence properties of the iterative value function of
the generalized policy iteration algorithm are developed. The
admissibility property of the iterative control laws is also
analyzed in this section. In Section IV, the neural network
implementation for the generalized policy iteration algorithm
is discussed. In Section V, simulation results and compar-
isons are given to demonstrate the effectiveness of the present
algorithm. Finally, in Section VI, the conclusion is drawn.

II. PRELIMINARIES AND ASSUMPTIONS

In this paper, we consider a class of discrete-time nonlinear
systems described by

xk+1 = F(xk, uk), k = 0, 1, . . . (1)

where xk ∈ R
n is the state vector and uk ∈ R

m is the control
vector. Let x0 be the given initial state and let F(xk, uk) denote
the system function, which is known. For any k = 0, 1, . . . ,

let uk = {uk, uk+1, . . .} be an arbitrary sequence of controls

from k to ∞. The performance index function for state x0
under the control sequence u0 = {u0, u1, . . .} is defined as

J
(
x0, u0

) =
∞∑

k=0

U(xk, uk) (2)

where U(xk, uk) > 0, ∀ xk, uk �= 0, is the utility function.
We will study the optimal control problems for (1). The

goal of this paper is to find an optimal control scheme which
stabilizes the system (1) and simultaneously minimizes the
performance index function (2). For convenience of anal-
ysis, the results of this paper are based on the following
assumptions.

Assumption 1: The system (1) is controllable on a compact
set �x ⊂ R

n containing the origin, and the function F(xk, uk)

is Lipschitz continuous on �x.
Assumption 2: The system state xk = 0 is an equilibrium

state of system (1) under the control uk = 0, i.e., F(0, 0) = 0.
Assumption 3: The feedback control u(xk) satisfies

u(xk) = 0 for xk = 0.
Assumption 4: The utility function U(xk, uk) is a continu-

ous positive definite function of xk and uk.
For a given control law μ, the map from initial state to

the value of
∑∞

k=0 U(xk, μ(xk)) is called a performance index
function Jμ(x0). The optimal performance index function is
denoted by

J∗(x0) = inf
μ

Jμ(x0). (3)

According to Bellman’s principle of optimality, for all xk ∈ �x,
J∗(xk) satisfies the discrete-time HJB equation

J∗(xk) = inf
uk

{
U(xk, uk) + J∗(xk+1)

}

= inf
uk

{
U(xk, uk) + J∗(F(xk, uk))

}
. (4)

Define the optimal control law as u∗(xk) =
arg infuk{U(xk, uk) + J∗(F(xk, uk))}. Then for all xk ∈ �x, the
HJB equation can be written as

J∗(xk) = U
(
xk, u∗(xk)

) + J∗(F
(
xk, u∗(xk)

))
. (5)

Remark 1: Generally, the optimal performance index func-
tion J∗(xk) is a nonanalytical nonlinear function. It is nearly
impossible to obtain J∗(xk) for all xk ∈ �x by solving the
HJB equation. To overcome this problem, a new generalized
policy iteration-based ADP algorithm is developed to obtain
the approximate solution of the HJB equation iteratively and
the neural network implementation of the present algorithm
will be given.

III. GENERALIZED POLICY ITERATION ALGORITHM

STARTING WITH ADMISSIBLE CONTROL LAW

In this section, a generalized policy iteration algorithm is
developed to obtain the optimal control law for discrete-time
nonlinear systems. The present generalized policy iteration
algorithm starts with an admissible control law, which makes
it different from [66]. Both algorithms involve updating the
value functions and control laws. The present algorithm guar-
antees all control laws from the iterative process are admissible
(and stable). However, the algorithm developed in [66] starts
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with a positive semi-definite function as the initial value func-
tion, which has no guarantee to produce stable (or admissible)
control law until the iterative value function converges to the
optimum.

The goal of the present generalized policy iteration algo-
rithm is to construct an iterative control law vi(xk), which
moves the system state from an arbitrary initial state x0 to the
equilibrium 0, and simultaneously makes the iterative value
function reach the optimum. Under the strictly-hypothetical
assumption that the perfect function approximation is avail-
able, convergence and admissibility proofs will be given to
show that the value function will converge to the optimum
and any of the iterative control laws can stabilize the nonlinear
system.

A. Derivation of the Generalized Policy Iteration Algorithm

For the optimal control problems, the present control
scheme must not only stabilize the control systems, but also
make the performance index function finite, i.e., the control
law must be admissible [29].

Definition 1: A control law u(xk) is defined to be admis-
sible with respect to (2) on a compact set �u, if u(xk) is
continuous on �u, u(0) = 0, u(xk) stabilizes (1) on �u,
and ∀x0 ∈ �x, J(x0) is finite.

Define Au as the set of the admissible control laws for
system (1) with respect to (2). The present generalized pol-
icy iteration algorithm contains two iteration procedures,
which are i- and j-iterations, respectively. We introduce two
iteration indices i and ji and both of the iteration indices
increase from 0. Then, the detailed generalized policy iteration
algorithm can be described as follows.

For i = 0, let v0(xk) ∈ Au be an arbitrary admissible control
law. For all xk ∈ �x, let V0(xk) be an iterative value function
constructed by v0(xk), that satisfies the following generalized
HJB (GHJB) equation:

V0(xk) = U(xk, v0(xk)) + V0(F(xk, v0(xk))). (6)

Let {N1, N2, . . .} be an arbitrary sequence, where Ni ≥ 0,
i = 1, 2, . . . , is an arbitrary nonnegative integer. Then, for
i = 1 and all xk ∈ �x, the iterative control law is improved by

v1(xk) = arg min
uk

{U(xk, uk) + V0(xk+1)}
= arg min

uk
{U(xk, uk) + V0(F(xk, uk))}. (7)

Let j1 increase from 0 to N1. For all xk ∈ �x, we update the
iterative value function by

V1,j1+1(xk) = U(xk, v1(xk)) + V1,j1(F(xk, v1(xk))) (8)

where

V1,0(xk) = min
uk

{U(xk, uk) + V0(F(xk, uk))}
= U(xk, v1(xk)) + V0(F(xk, v1(xk))). (9)

For all xk ∈ �x, define the iterative value function

V1(xk) = V1,N1(xk). (10)

For i = 2, 3, . . . and all xk ∈ �x, the generalized policy iter-
ation algorithm can be expressed by the following two iteration
procedures.

1) i-iteration

vi(xk) = arg min
uk

{U(xk, uk) + Vi−1(xk+1)}
= arg min

uk
{U(xk, uk) + Vi−1(F(xk, uk))}. (11)

2) j-iteration

Vi,ji+1(xk) = U(xk, vi(xk)) + Vi,ji(F(xk, vi(xk))) (12)

where the iteration index ji increasing from 0 to Ni and

Vi,0(xk) = min
uk

{U(xk, uk) + Vi−1(F(xk, uk))}
= U(xk, vi(xk)) + Vi−1(F(xk, vi(xk))). (13)

For all xk ∈ �x, define the iterative value function

Vi(xk) = Vi,Ni(xk). (14)

From the above generalized policy iteration algorithm, we
can see that for each i-iteration, based on the iterative value
function Vi(xk) for some control law, we can always use it to
find another policy that is better, or at least no worse. This
iteration procedure is known as “policy improvement” proce-
dure. In this iteration procedure, the control law is updated.
For each j-iteration, it computes the iterative value function
of the control law vi(xk), which tries to solve the following
GHJB equation:

Vi,ji(xk) = U(x, vi(xk)) + Vi,ji(F(xk, vi(xk))). (15)

This iteration procedure is called “policy evaluation” proce-
dure [4], [26]. In this iteration procedure, the iterative value
function Vi,ji(xk) is updated, while the control law keeps
unchanged.

Remark 2: There are two special cases we can identify for
the present generalized policy iteration algorithm (6)–(14).

1) For i = 1, 2, . . . , if we let Ni ≡ 0, then the algorithm is
reduced to a value iteration algorithm [27], [28].

2) For i = 1, 2, . . . , if we let Ni → ∞, then the algorithm
becomes a policy iteration algorithm [36].

An obvious difference is that in value iteration algo-
rithms [27], [28] and policy iteration algorithms [36], there
is only one iteration index. However, in the present gen-
eralized policy iteration algorithm, there are two iteration
procedures which are i- and j-iteration. In [66], a generalized
policy iteration algorithm initialized by an arbitrary positive
semi-definite function is developed, while the stability prop-
erty of the system under the iterative control law in [66] cannot
be guaranteed. In this paper, the present generalized policy
iteration algorithm is initialized by an admissible control law
v0(xk), which is obviously different from the algorithm in [66].
Hence, new analysis methods will be needed to analyze the
present algorithm.

Remark 3: Although the time indices k and k+1 are used to
indicate the states and actions in two successive time steps, we
note that there is no iteration loop for time index k in the gen-
eralized policy iteration algorithm (6)–(14), which means that
the algorithm does not iterate according to the time sequence.
In the present generalized policy iteration algorithm, we say
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that the iterative value function Vi,ji(xk) and the iterative con-
trol law vi(xk) are updated for all xk ∈ �x, according to the two
iteration indices i = 0, 1, . . . and ji = 1, 2, . . . , Ni. We need
to keep the time index this way due to the need of state x at
two different time instances as in (7) and it is more clear later
of the need in cases like (31) where multiple time instances
of state x are involved in an equation.

Remark 4: In the generalized policy iteration algo-
rithm (6)–(14), the iterative value function and iterative control
law are improved under the strictly-hypothetical assumption
that the perfect function approximation is available. In the
next section, the properties of the generalized policy itera-
tion algorithm under the strictly-hypothetical assumption will
be developed. On the other hand, we can see that the perfect
function approximation in (6)–(14) requires Vi,ji(xk) and vi(xk)

to be exactly solved for all xk ∈ �x with an infinite number
of points. It is nearly impossible to implement due to finite
memory storage and finite time. Hence, in Section IV, approx-
imate structures will be employed to obtain the approximate
optimal solutions of the optimal control problem.

B. Properties of the Generalized Policy Iteration Algorithm

Next, we will prove that for any Ni ≥ 0 and for all xk ∈ �x,
the iterative value function Vi,ji(xk) will converge to J∗(xk) as
i → ∞, under the assumption of perfect function approxi-
mation. We will also show the admissibility property of the
iterative control law vi(xk) under the same assumption.

Theorem 1: Let v0(xk) ∈ Au be an arbitrary admissible
control law which satisfies (6). For i = 0, 1, . . . and for all
xk ∈ �x, let the iterative control law vi(xk) and the itera-
tive value function Vi,ji+1(xk) be obtained by (6)–(14). Let
{N1, N2, . . .} be an sequence, where Ni ≥ 0, i = 1, 2, . . . , is
an arbitrary nonnegative integer. Then, we have the following
properties.

1) For i = 1, 2, . . . , ji = 0, 1, . . . , Ni and for all xk ∈ �x

Vi,ji+1(xk) ≤ Vi,ji(xk). (16)

2) For i = 1, 2, . . . , let ji and j(i+1) be arbitrary constant
integers which satisfy 0 ≤ ji ≤ Ni and 0 ≤ j(i+1) ≤ Ni+1,
respectively. Then, for all xk ∈ �x

Vi+1,j(i+1)
(xk) ≤ Vi,ji(xk). (17)

Proof: The theorem can be proven in two steps. We first
prove that (16) holds by mathematical induction. Let i = 1.
According to (6) and (9), for all xk ∈ �x

V1,0(xk) = U(x, v1(xk)) + V0(F(xk, v1(xk)))

= min
uk

{U(xk, uk) + V0(xk+1)}
≤ U(xk, v0(xk)) + V0(F(xk, v0(xk)))

= V0(xk). (18)

For j1 = 0

V1,1(xk) = U(xk, v1(xk)) + V1,0(F(xk, v1(xk)))

≤ U(xk, v1(xk)) + V0(F(xk, v1(xk)))

= V1,0(xk). (19)

Assume that (16) holds for j1 = l1 − 1, l1 = 1, 2, . . . , N1.
Then for j1 = l1 and for all xk ∈ �x

V1,l1+1(xk) = U(xk, v1(xk)) + V1,l1(F(xk, v1(xk)))

≤ U(xk, v1(xk)) + V1,l1−1(F(xk, v1(xk)))

= V1,l1(xk). (20)

Hence, (16) holds for i = 1. Next, let i = 2. According to (72),
the iterative control law v2(xk) can be expressed by

v2(xk) = arg min
uk

{U(xk, uk) + V1(F(xk, uk))} (21)

where V1(xk) = V1,N1(xk). According to (13) and (14), for all
xk ∈ �x, we can get

V2,0(xk) = U(xk, v2(xk)) + V1(F(xk, v2(xk)))

= min
uk

{U(xk, uk) + V1(F(xk, uk))}
≤ U(xk, v1(xk)) + V1(F(xk, v1(xk)))

= V1,N1+1(xk)

≤ V1,N1(xk)

= V1(xk). (22)

For j2 = 0 and for all xk ∈ �x

V2,1(xk) = U(xk, v2(xk)) + V2,0(F(xk, v2(xk)))

≤ U(xk, v2(xk)) + V1(F(xk, v2(xk)))

= V2,0(xk). (23)

So, (16) holds for j2 = 0. Assume that (16) holds for
j2 = l2 − 1, l2 = 1, 2, . . . , N2. Then for j2 = l2 and for all
xk ∈ �x

V2,l2+1(xk) = U(xk, v2(xk)) + V2,l2(F(xk, v2(xk)))

≤ U(xk, v2(xk)) + V2,l2−1(F(xk, v2(xk)))

= V2,l2(xk). (24)

Then, (16) holds for i = 2. Assume that (16) holds for i = r,
r = 1, 2, . . . , that is

Vr,jr+1(xk) ≤ Vr,jr (xk). (25)

Then for i = r + 1 and for all xk ∈ �x, the iterative control
law can be updated by

vr+1(xk) = arg min
uk

{U(xk, uk) + Vr(F(xk, uk))} (26)

where Vr(xk) = Vr,Nr (xk). According to (13) and (14), for all
xk ∈ �x, we can get

Vr+1,0(xk) = U(xk, vr+1(xk)) + Vr(F(xk, vr+1(xk)))

= min
uk

{U(xk, uk) + Vr(xk+1)}
≤ U(xk, vr(xk)) + Vr(F(xk, vr(xk)))

≤ Vr,Nr (xk)

= Vr(xk). (27)

For jr+1 = 0 and for all xk ∈ �x

Vr+1,1(xk) = U(xk, vr+1(xk)) + Vr+1,0(F(xk, vr+1(xk)))

≤ U(xk, vr+1(xk)) + Vr(F(xk, vr+1(xk)))

= Vr+1,0(xk). (28)
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So, (16) holds for jr+1 = 0. Assume that (16) holds for
jr+1 = lr − 1, lr+1 = 1, 2, . . . , Nr+1. Then for jr+1 = lr+1

Vr+1,lr+1+1(xk)

= U(xk, vr+1(xk)) + Vr+1,lr+1(F(xk, vr+1(xk)))

≤ U(xk, vr+1(xk)) + Vr+1,lr+1−1(F(xk, vr+1(xk)))

= Vr+1,lr+1(xk). (29)

Hence, (16) holds for i = 1, 2, . . . and ji = 0, 1, . . . , Ni. The
mathematical induction is completed.

Next, we will prove inequality (17). For i = 1, let
0 ≤ j1 ≤ N1 and 0 ≤ j2 ≤ N2. According to (18)–(24), for
all xk ∈ �x{

V1(xk) = V1,N1(xk) ≤ V1,j1(xk) ≤ V1,0(xk) ≤ V0(xk)

V2(xk) = V2,N2(xk) ≤ V2,j2(xk) ≤ V2,0(xk) ≤ V1(xk)

(30)

which shows that (17) holds for i = 1. Using mathematical
induction, it is easy to prove that (17) holds for i = 1, 2, . . . .

The proof is completed.
Remark 5: In [66], it is proven that the iterative value func-

tion Vi,ji(xk) is convergent as i → ∞, while the monotonicity
property of the iterative value function is not guaranteed.
Theorem 1 of this paper shows an important monotonicity
property of the present generalized policy iteration algorithm.
Given an arbitrary initial admissible control law v0(xk) ∈ Au
which satisfies (6), we have that the iterative value function
Vi,ji(xk) is monotonically nonincreasing for i = 1, 2, . . . and
for ji = 0, 1, . . . , Ni. From the monotonicity property, the
admissibility and convergence properties can be derived.

Lemma 1: Suppose that Assumptions 1–4 hold. For
i = 1, 2, . . . and for ji = 0, 1, . . . , Ni, the iterative value
function Vi,ji(xk) is a positive definite function for xk.

Proof: Let v0
k = {v0(xk), v0(xk+1), . . .}. As v0(xk) ∈ Au

is admissible, according to (2) and (6), for all xk ∈ �x, the
iterative value function

V0(xk) = J
(

xk, v0
k

)
=

∞∑

l=0

U(xk+l, v0(xk+l)) (31)

is finite. For xk = 0, we have v0(xk) = 0. According to
Assumptions 2 and 3, we can get xk+1 = F(x0, v0(xk)) = 0.
By mathematical induction, for l = 0, 1, . . . , we have
xk+l = 0. According to (31) and Assumption 4, we can get
V0(xk) = 0. On the other hand, by Assumption 1, as system (1)
is controllable and v0(xk) is admissible, for all xk ∈ �x,
V0(xk) is finite. According to Assumption 4, V0(xk) → ∞,
as xk → ∞. As U(xk, uk) > 0 for all xk �= 0, V0(xk) > 0
for all xk �= 0. Hence, V0(xk) is a positive definite function.
According to (6)–(14), using mathematical induction we can
easily obtain that Vi,ji(xk) is positive definite.

Theorem 2: For i = 1, 2, . . . and ji = 0, 1, . . . , Ni, let the
iterative control law vi(xk) and the iterative value function
Vi,ji(xk) be obtained by (6)–(14). If for i = 1, 2, . . . , we let
Ni → ∞, then for all xk ∈ �x the iterative value function
Vi,ji(xk) is convergent as ji → ∞, that is

Vi,∞(xk) = U(x, vi(xk)) + Vi,∞(F(xk, vi(xk))) (32)

where

Vi,∞(xk) := lim
ji→∞ Vi,ji(xk). (33)

Proof: According to (16), for i = 1, 2, . . . and for all
xk ∈ �x, the iterative value function Vi,ji(xk) is monotonically
nonincreasing as ji increases from 0 to Ni. On the other hand,
according to Lemma 1, Vi,ji(xk) is a positive definite func-
tion for i = 1, 2, . . . and ji = 0, 1, . . . , Ni, i.e., Vi,ji(xk) > 0,
∀xk �= 0. This means that the iterative value function Vi,ji(xk)

is monotonically nonincreasing and lower bounded. Hence, for
all xk ∈ �x, the limit of Vi,ji(xk) exists when ji → ∞. Then,
we can obtain (32) directly.

Corollary 1: For i = 1, 2, . . . and ji = 0, 1, . . . , Ni, let the
iterative control law vi(xk) and the iterative value function
Vi,ji+1(xk) be obtained by (6)–(14). Then, for i = 1, 2, . . . and
for all xk ∈ �x, the iterative control law vi(xk) is admissible.

Proof: Let N∞
i = {Ni + 1, Ni + 2, . . .}. For j̄i = Ni + 1,

Ni + 2, . . . and for all xk ∈ �x, we construct a value function
Vi,j̄i(xk) as

Vi,j̄i(xk) = U(xk, vi(xk)) + Vi,j̄i−1(F(xk, vi(xk))) (34)

where Vi,Ni(xk) = Vi,Ni(xk). According to (34), we can obtain

Vi,j̄i(xk) =
j̄i−Ni−1∑

l=0

U(xk+l, vi(xk+l)) + Vi,Ni

(
xk+j̄i−Ni

)
. (35)

According to Theorem 2, for all xk ∈ �x, the iterative value
function Vi,∞(xk), which is expressed by

Vi,∞(xk) = lim
j̄i→∞

j̄i−Ni−1∑

l=0

U(xk+l, vi(xk+l)) + lim
j̄i→∞

Vi,Ni

(
xk+j̄i−Ni

)

(36)

is finite. According to Assumption 4, the utility function
U(xk, vi(xk)) > 0, ∀xk �= 0. Then, lim

k→∞ U(xk, vi(xk)) = 0,

which shows xk → 0 as k → ∞. On the other hand,
according to Lemma 1, Vi,Ni(xk) = Vi,Ni(xk) is positive def-
inite. Thus, we can get limj̄i→∞ Vi,Ni(xk+j̄i−Ni

) = 0. As
∑Ni

l=0 U(xk+l, vi(xk+l)) is finite, we obtain

∞∑

l=0

U(xk+l, vi(xk+l)) =
Ni∑

l=0

U(xk+l, vi(xk+l)) + Vi,∞(xk+Ni+1)

(37)

also finite. The proof is completed.
Remark 6: In [36], it shows that for i = 0, 1, . . . and for all

xk ∈ �x, the iterative control law vi(xk) is admissible for the
policy iteration algorithm. This property can be well verified
for the present generalized policy iteration for ji → ∞. For
the generalized policy iteration, it proves that for an arbitrary
nonnegative integer Ni, the iterative control law vi(xk) is also
admissible. On the other hand, for i = 0, 1, . . . , in the pol-
icy iteration algorithm, it requires to solve a GHJB equation
to obtain the iterative value function. In the present general-
ized policy iteration algorithm, solving the GHJB equation is
effectively avoided. Hence, we say that the present general-
ized policy iteration algorithm possesses more potential for
applications.

In the following, the convergence property of the gener-
alized policy iteration algorithm will be presented. As the
iteration index i increases to ∞, we will show that the opti-
mal performance index function and the optimal control law
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can be achieved using the present generalized policy itera-
tion algorithm. Before the main theorem, some lemmas are
necessary.

Lemma 2: If a monotonically nonincreasing sequence {an},
n = 0, 1, . . . , contains an arbitrary convergent subsequence,
then sequence {an} is convergent [67].

Lemma 3: For i = 1, 2, . . . , let the iterative value function
Vi(xk) be defined as in (14). Then, for i = 1, 2, . . . , the iter-
ative value function Vi(xk) is a monotonically nonincreasing
and convergent sequence.

Proof: It can be proven according to Theorem 1 and the
proof details are omitted here.

Theorem 3: For i = 0, 1, . . . and for all xk ∈ �x, let Vi,ji(xk)

and vi(xk) be obtained by (6)–(14). If Assumptions 1–4 hold,
then for any Ni ≥ 0, the iterative value function Vi,ji(xk) con-
verges to the optimal performance index function J∗(xk), as
i → ∞, that is

lim
i→∞ Vi,ji(xk) = J∗(xk) (38)

which satisfies the HJB equation (4).
Proof: Define a sequence of the iterative value function as

{
Vi,ji(xk)

}
:= {

V0(xk), V1,0(xk), V1,1(xk), . . . , V1,N1(xk)

V1(xk), V2,0(xk), . . . , V2,N2(xk), . . .
}
. (39)

If we let

{Vi(xk)} := {V0(xk), V1(xk), . . .} (40)

then {Vi(xk)} is a subsequence of {Vi,ji(xk)}. According to
Lemma 3, the limit of {Vi(xk)} exists. From Lemma 2, we can
get that if the sequence {Vi(xk)} is convergent, then {Vi,ji(xk)}
is convergent. As a sequence {Vi,ji(xk)} can converge to at most
one point [67], the sequence {Vi,ji(xk)} and its subsequence
{Vi(xk)} possess the same limit, that is

lim
i→∞ Vi,ji(xk) = lim

i→∞ Vi(xk). (41)

Thus, in the following, we will prove:

lim
i→∞ Vi(xk) = J∗(xk). (42)

The statement (42) can be proven in three steps.
Step 1: Show that the limit of the iterative value function

Vi(xk) satisfies the HJB equation, as i → ∞.
According to Lemma 3, for all xk ∈ �x, we can define

the value function V∞(xk) as the limit of the iterative value
function Vi(xk), that is

V∞(xk) = lim
i→∞ Vi(xk). (43)

According to (14) and (16)

Vi(xk) ≤ Vi,0(xk)

= U(xk, vi(xk)) + Vi−1(F(xk, vi(xk)))

= min
uk

{U(xk, uk) + Vi−1(F(xk, uk))}. (44)

Then, we can obtain

V∞(xk) = lim
i→∞ Vi(xk) ≤ Vi(xk)

≤ min
uk

{U(xk, uk) + Vi−1(F(xk, uk))}. (45)

Let i → ∞. For all xk ∈ �x, we can obtain

V∞(xk) ≤ min
uk

{U(xk, uk) + V∞(F(xk, uk))}. (46)

Let ε > 0 be an arbitrary positive number. Since Vi(xk) is
nonincreasing for i ≥ 0 and lim

i→∞ Vi(xk) = V∞(xk), there exists

a positive integer p such that

Vp(xk) − ε ≤ V∞(xk) ≤ Vp(xk). (47)

Hence, we can get

V∞(xk) ≥ U(xk, vp(xk)) + Vp(F(xk, vp(xk))) − ε

≥ U(xk, vp(xk)) + V∞(F(xk, vp(xk))) − ε

≥ min
uk

{U(xk, uk) + V∞(F(xk, uk))} − ε. (48)

Since ε > 0 is arbitrary, for all xk ∈ �x, we have

V∞(xk) ≥ min
uk

{U(xk, uk) + V∞(F(xk, uk))}. (49)

Combining (46) and (49), for all xk ∈ �x, we can obtain

V∞(xk) = min
uk

{U(xk, uk) + V∞(F(xk, uk))}. (50)

Next, for all xk ∈ �x, let μ(xk) be an arbitrary admissible
control law, and define a new value function P(xk), which
satisfies

P(xk) = U(xk, μ(xk)) + P(F(xk, μ(xk))). (51)

Then, we can declare the second step of the proof.
Step 2: Show that for an arbitrary admissible control law

μ(xk), the value function P(xk) ≥ V∞(xk).
The statement can be proven by mathematical induction. As

μ(xk) is an admissible control law, for all xk ∈ �x, xk → 0 as
k → ∞. Without loss of generality, let xN = 0 where N → ∞.
According to (51)

P(xk) = lim
N→∞{U(xk, μ(xk)) + U(xk+1, μ(xk+1)) + · · ·

+ U(xN−1, μ(xN−1)) + P(xN)} (52)

where xN = 0. If we define

v∞(xk) = arg min
uk

{U(xk, uk) + V∞(xk+1)} (53)

then according to Corollary 1, v∞(xk) is admissible. According
to (50), the iterative value function V∞(xk) can be expressed as

V∞(xk) = U(xk, v∞(xk)) + U(xk+1, v∞(xk+1))

+ · · · + U(xN−1, v∞(xN−1)) + V∞(xN)

= min
uk

{
U(xk, uk)

+ min
uk+1

{
U(xk+1, uk+1) + · · ·

+ min
uN−1

{U(xN−1, uN−1) + V∞(xN)}
}}

.

(54)

As v∞(xk) is an admissible control law, we can get xN = 0
where N → ∞, which means V∞(xN) = P(xN) = 0.
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For N − 1, according to (50), we can obtain

P(xN−1) = U(xN−1, μ(xN−1)) + P(xN)

≥ min
uN−1

{U(xN−1, uN−1) + P(xN)}
= min

uN−1
{U(xN−1, uN−1) + V∞(xN)}

= V∞(xN−1). (55)

Assume that the statement holds for k = l + 1, l = 0, 1, . . . .

Then for k = l

P(xl) = U(xl, μ(xl)) + P(xl+1)

≥ min
ul

{U(xl, ul) + P(xl+1)}
≥ min

ul
{U(xl, ul) + V∞(xl+1)}

= V∞(xl). (56)

Hence, for all xk ∈ �x, the inequality

P(xk) ≥ V∞(xk) (57)

holds. Mathematical induction is completed.
Step 3: Show that the value function V∞(xk) equals to the

optimal performance index function J∗(xk).
According to the definition of J∗(xk) in (3), for i = 0, 1, . . .

and for all xk ∈ �x, Vi(xk) ≥ J∗(xk). Let i → ∞, and then we
can obtain V∞(xk) ≥ J∗(xk).

On the other hand, for an arbitrary admissible control law
μ(xk), (57) holds. For all xk ∈ �x, let μ(xk) = u∗(xk),
where u∗(xk) is an optimal control law. Then, we can get
V∞(xk) ≤ J∗(xk). Hence, we have (38) holds. The proof is
completed.

Remark 7: In [66], initialized by a positive semi-definite
function, it is proven that the iterative value function con-
verges to the optimal performance index function. However,
in [66], the updated iterative control law in i-iteration cannot
guaranteed to be admissible. This makes the policy evalua-
tion in j-iteration is not sure to implement for Ni iterations
to improve the iterative value function by the iterative control
law. In this paper, initialized by an arbitrary admissible control
law, it is proven that the iterative value function is monotoni-
cally nonincreasing and converges to the optimal performance
index function. We emphasize that any of the iterative con-
trol laws is admissible, which stabilizes the system. Thus, the
policy evaluation in j-iteration is guaranteed to implement for
Ni iterations by the obtained iterative control law. This is a
merit of the present generalized policy iteration algorithm in
this paper. Hence, if an admissible control law is obtained, the
present generalized policy iteration algorithm in this paper is
preferred. In the next section, the method for obtaining the
initial admissible control law will be discussed.

C. Relaxing the Initial Condition of the Generalized
Policy Iteration Algorithm

In the previous section, the monotonicity, convergence, and
admissibility properties of the generalized policy iteration
algorithm have been analyzed. From the generalized policy
iteration algorithm (6)–(14), we can see that to implement our
algorithm, it requires an admissible control law v0(xk) ∈ Au
to construct the initial value function V0(xk) that satisfies (6).
Usually v0(xk) ∈ Au and V0(xk) are difficult to achieve, which

Algorithm 1 Policy Evaluation Algorithm for Initial Value
Function
Initialization:

Choose randomly an array of system states xk in �x, i.e.,
Xk = (x(1)

k , x(2)
k , . . . , x(p)

k ), where p is a large positive
integer;
Choose an arbitrary positive semi-definite function
�(xk) ≥ 0;
Give the initial admissible control law v0(xk).

Iteration:
1: Let the iteration index j0 = 0 and let V0,0(xk) = �(xk);
2: For all xk ∈ �x, update the control law v j0

1 (xk) by

v j0
1 (xk) = arg min

uk

{
U(xk, uk) + V0,j0(F(xk, uk))

}
, (58)

and improve the iterative value function by

Vj0
1,0(xk) = min

uk

{
U(xk, uk) + V0,j0(F(xk, uk))

}

= U
(

xk, v j0
1 (xk)

)
+ V0,j0

(
F
(

xk, v j0
1 (xk)

))
; (59)

3: For all xk ∈ �x, if Vj0
1,0(xk) − V0,j0(xk) ≤ 0, goto Step 6.

Else goto Step 4;
4: For all xk ∈ �x, update the iterative value function by

V0,j0+1(xk) = U(xk, v0(xk)) + V0,j0(F(xk, v0(xk))); (60)

5: Let j0 = j0 + 1 and goto Step 2;
6: return V0,j0(xk) and v j0

1 (xk). Let v1(xk) = v j0
1 (xk) and

V1,0(xk) = Vj0
1,0(xk).

makes the present algorithm difficult to implement. In this sec-
tion, some effective methods will be presented to relax the
initial value function of the algorithm.

First, we consider the situation that the admissible control
law v0(xk) is known. We develop a policy evaluation algo-
rithm to relax the initial value function V0(xk). The detailed
implementation of the algorithm is expressed in Algorithm 1.

Lemma 4: For all xk ∈ �x, let �(xk) ≥ 0 be an arbi-
trary positive semi-definite function. Let v0(xk) be an arbitrary
admissible control law and let V0,j0(xk) be the iterative value
function updated by (58)–(60), where V0,0(xk) = �(xk). We
obtain that V0,j0(xk) is convergent as j0 → ∞.

Proof: According to (60), for all xk ∈ �x

V0,j0+1(xk) − V0,j0(xk) = U(xk, v0(xk)) + V0,j0(xk+1)

− (
U(xk, v0(xk)) + V0,j0−1(xk+1)

)

= V0,j0(xk+1) − V0,j0−1(xk+1). (61)

According to (61), we can get

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

V0,j0+1(xk) − V0,j0(xk) = V0,1
(
xk+j0

) − V0,0(xk+j0)

V0,j0(xk) − V0,j0−1(xk) = V0,1(xk+j0−1) − V0,0
(
xk+j0−1

)

...

V0,1(xk) − V0,0(xk) = V0,1(xk) − V0,0(xk).

(62)
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Algorithm 2 Policy Improvement Algorithm for Initial Value
Function
Initialization:

Choose randomly an array of system states xk in �x, i.e.,
Xk = (x(1)

k , x(2)
k , . . . , x(p)

k ), where p is a large positive
integer;

Iteration:
Let ς0 = 0.

1: Choose arbitrarily a large positive definite function
�̄ς0(xk) ≥ 0 and let Vς0

0,0(xk) = �̄ς0(xk);
2: For all xk ∈ �x, update the control law vς0

1 (xk) by

vς0
1 (xk) = arg min

uk

{
U(xk, uk) + �̄ς0(F(xk, uk))

}
, (65)

and for all xk ∈ �x, improve the iterative value function by

Vς0
1,0(xk) = min

uk

{
U(xk, uk) + Vς0

0,0(F(xk, uk))
}

= U
(
xk, vς0

1 (xk)
) + Vς0

0,0

(
F
(
xk, vς0

1 (xk)
)); (66)

3: For all xk ∈ �x, if the inequality

Vς0
1,0(xk) − �̄ς0(xk) ≤ 0 (67)

holds, then goto Step 4. Else let ς0 = ς0 + 1 and goto
Step 1;

4: return Vς0
0,0(xk) and vς0

1 (xk). Let v1(xk) = vς0
1 (xk) and

V1,0(xk) = Vς0
1,0(xk).

Then, we have

V0,j0+1(xk) =
j0∑

l=0

U(xk+l, v0(xk+l)) + �
(
xk+j0+1

)
. (63)

Let j0 → ∞. We can obtain

lim
j0→∞V0,j0+1(xk) =

∞∑

l=0

U(xk+l, v0(xk+l)). (64)

As v0(xk) is an admissible control law,
∑∞

l=0 U(xk+l, v0(xk+l))

is finite. Hence lim
j0→∞ V0,j0(xk) is finite, which means

V0,j0+1(xk) = V0,j0(xk), as j0 → ∞.
Using the admissible control law v0(xk), according to

Lemma 4, V0,j0+1(xk) = V0,j0(xk) holds as j0 → ∞. It
means that there must exist N0 > 0 which satisfies V1(xk) ≤
V0,N0(xk). Hence if we obtain an admissible control law, then
we can construct the initial value function by policy evaluation,
where the value function V0(xk) in (6) can be relaxed. On the
other hand, we can see that Algorithm 1 requires an admissible
control law v0(xk) to implement. Usually, the admissible con-
trol law of the nonlinear system is also difficult to obtain. To
overcome this difficulty, a policy improvement algorithm can
be implemented by experiment. The details of the algorithm
can be seen in Algorithm 2.

Theorem 4: For all xk ∈ �x, let the iterative control law
vς0

1 (xk) be expressed as in (65) and let the iterative value func-
tion Vς0

1,0(xk) be expressed as in (66). If the iterative value
functions satisfy (67), then the convergence properties (16)
and (17) hold for i = 1, 2, . . . and ji = 0, 1, . . . , Ni.

Algorithm 3 Generalized Policy Iteration Algorithm
Initialization:

Choose randomly an array of system states xk in �x, i.e.,
Xk = (x(1)

k , x(2)
k , . . . , x(p)

k ), where p is a large positive
integer;
Choose a computation precision ε;
Construct a sequence {Ni}, where Ni ≥ 0, i = 1, 2, . . . , is
an arbitrary nonnegative integer.

Iteration:
1: Let the iteration index i = 0. Obtain V1,0(xk) and v1(xk)

by Algorithm ϒ , ϒ = 1, 2;
2: Let j1 increase from 0 to N1. For all xk ∈ �x, update the

iterative value function by

V1,j1+1(xk) = U(xk, v1(xk)) + V1,j1(F(xk, v1(xk)));
3: Let i = i + 1. For all xk ∈ �x, do Policy Improvement

vi(xk) = arg min
uk

{U(xk, uk) + Vi−1(F(xk, uk))};
4: Let ji increase from 0 to Ni. For all xk ∈ �x, do Policy

Evaluation

Vi,ji+1(xk) = U(xk, vi(xk)) + Vi,ji(F(xk, vi(xk)));
5: Let Vi(xk) = Vi,Ni(xk);
6: For all xk ∈ �x, if Vi−1(xk) − Vi(xk) < ε, then

the approximate optimal performance index function and
the approximate optimal control law are obtained. Goto
Step 7. Else goto Step 3;

7: return vi(xk) and Vi,ji(xk).

Proof: Let i = 1 and j1 = 0. As v1(xk) = vς0
1 (xk) and

V1,0(xk) = Vς0
1,0(xk), according to (8) and (67), we have

V1,1(xk) = U(xk, v1(xk)) + V1,0(F(xk, v1(xk)))

= U(xk, vς0
1 (xk)) + Vς0

1,0

(
F
(
xk, vς0

1 (xk)
))

≤ U
(
xk, vς0

1 (xk)
) + Vς0

0,0

(
F
(
xk, vς0

1 (xk)
))

= V1,0(xk). (68)

Using the idea from (18)–(30), the convergence proper-
ties (16) and (17) hold for i = 1, 2, . . . and ji = 0,
1, . . . , Ni.

Remark 8: From Algorithm 2, we can see that the admis-
sible control law v0(xk) in Algorithm 1 is avoided. This is a
merit of Algorithm 2. However, in Algorithm 2, we should
find a positive definite function �̄ς0(xk) that satisfies (67).
As �̄ς0(xk) is randomly chosen, it may take a lot of iter-
ations to determine �̄ς0(xk). This is a disadvantage of the
algorithm.

D. Generalized Policy Iteration Algorithm

We are now in a position to summarize the generalized
policy iteration ADP algorithm (see Algorithm 3).

IV. NEURAL NETWORK IMPLEMENTATION

Results so far have shown the convergence of iterative value
function Vi,ji(xk) and iterative control law vi(xk). Under ideal
conditions, they will converge to their corresponding optimal
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Fig. 1. Structure diagram of the algorithm.

functions. The results given in Sections II and III are under
the condition that for i = 0, 1, . . . and ji = 0, 1, . . . , Ni,
the functions Vi,ji(xk) and vi(xk) can accurately be obtained
for all xk ∈ �x. In this section, back-propagation (BP) neu-
ral networks are introduced to approximate the iterative value
function and iterative control law, respectively.

Assume that the number of hidden layer neurons is denoted
by �̃. The weight matrix between the input layer and hidden
layer is denoted by Y . The weight matrix between the hidden
layer and output layer is denoted by W. Let b denote the
threshold vector of the neural network. Then, the output of
three-layer BP network is expressed by

F̂(X, Y, W, b) = WTσ
(
YTX + b

)
(69)

where σ(YTX) ∈ R�̃, [σ(z)]i = (ezi − e−zi)/(ezi + e−zi), i =
1, . . . �̃, are the activation functions. There are two networks,
which are critic and action networks, respectively. Both neural
networks are chosen as three-layer feedforward network. The
whole structure diagram is shown in Fig. 1.

A. Critic Network

The critic network is used to approximate the iterative value
function Vi,ji(xk). For all xk ∈ �x, the output of the critic
network is denoted as V̂l

i,ji
(xk) = Wl

c(i,ji)
σ (Yl

c(i,ji)
xk + b l

c(i,ji)
),

l = 0, 1, . . . . The target iterative value function can be
written as

Vi,ji(xk) = U
(
xk, v̂i(xk)

) + V̂i,ji−1
(
F(xk, v̂i(xk))

)
. (70)

Then, we define the error function for the critic network as
el

c(i,ji)
= V̂l

i,ji
(xk)−Vi,ji(xk). The objective function to be mini-

mized in the critic network is El
c(i,ji)

= (1/2)(el
c(i,ji)

)2. So, the
gradient-based weight update rule [68] for the critic network
is given by

wl+1
c(i,ji)

= wl
c(i,ji) − αc

∂El
c(i,ji)

∂wl
c(i,ji)

= wl
c(i,ji) − αc

∂El
c(i,ji)

∂V̂l
i,ji

(xk)

∂V̂l
i,ji

(xk)

∂wl
c(i,ji)

= wl
c(i,ji) − αcel

c(i,ji)

∂V̂l
i,ji

(xk)

∂wl
c(i,ji)

(71)

where αc > 0 is the learning rate of critic network and
wl

c(i,ji)
is the weight matrix of the critic network which can

be replaced by Wl
c(i,ji)

, Yl
c(i,ji)

, and b l
c(i,ji)

.

Remark 9: In (70), the expression of the target iterative
value function Vi,ji(xk) is given, where the information of
the value function V̂i,ji−1(F(xk, v̂i(xk))) in previous iteration
is required. For i = 0, 1, . . . , and ji = 1, 2, . . . , Ni, the value
functions V̂i,ji−1(F(xk, v̂i(xk))) are obtained by the critic net-
work approximation in the previous iteration. Thus, we say that
the function V̂i,ji−1(F(xk, v̂i(xk))) is known and the gradient-
based weight update rule in (71) can be implemented. On
the other hand, besides the gradient-based neural networks
method, we say that the Galerkin method [69] and stochastic
approximation [70] are also effective approximators to recon-
struct the iterative function Vi,ji(xk) with good convergence
performance. The corresponding detailed approximation and
analysis methods can be seen in [71] and [72]. As the property
analysis of function approximation is not the main research
topic of this paper, it is omitted here.

B. Action Network

In the action network, the state xk ∈ �x is used as input
to the network. The output can be formulated as v̂l

i(xk) =
Wl

aiσ(Yl
aixk + b l

ai), l = 0, 1, . . . . For i = 1, 2, . . . , the target
of the output of the action network is given by

vi(xk) = arg min
uk

{
U(xk, uk) + V̂i−1(F(xk, uk))

}
. (72)

So, we can define the output error of the action network as
el

ai = v̂l
i(xk) − vi(xk). The weights of the action network are

updated to minimize the following performance error mea-
sure El

ai = (1/2)(el
ai)

Tel
ai. The gradient-based weight update

rule [68] for the action network is given by

wl+1
ai = wl

ai − βa
∂El

ai

∂wl
ai

= wl
ai − βa

∂El
ai

∂el
ai

∂el
ai

∂ v̂l
i(xk)

∂ v̂l
i(xk)

∂wl
ai

(73)

where βa > 0 is the learning rate of action network and wl
ai is

the weight matrix of the critic network which can be replaced
by Wl

ai, Yl
ai, and b l

ai.
Remark 10: From Theorems 1–3, we can see that the

convergence and admissibility properties of the present gen-
eralized policy iteration algorithm are independent of the
approximation structures, such as neural networks. Hence, we
say that the present generalized policy iteration algorithm and
the corresponding proofs possess theoretical significance. On
the other hand, implementing our algorithm by neural net-
works, approximation errors of neural networks inherently
exist. Hence, we declare that an approximate optimal solution
of the HJB equation (4) is actually obtained instead of the
exact optimal one. To make the iterative value functions and
iterative control laws closer to their optimal ones, it requires
collecting enough training data and enhancing the training
precisions of the neural networks.

V. SIMULATION STUDY

In this section, two simulation examples are used to show
the performance of the present generalized policy itera-
tion algorithm for solving the approximate optimal control
problems.
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(a) (b)

(c) (d)

Fig. 2. Iterative value functions Vi,ji (xk) for i = 0, 1, . . . , 10 and xk = x0.
Vi,ji (xk) for (a) {N1

i }, (b) {N2
i }, (c) {N3

i }, and (d) {N4
i }.

Example 1: First, let us consider the following
spring-mass-damper system [73]:

M
d2y

dt2
+ b

dy

dt
+ κy = u

where y is the position and u is the control input. Let
M = 0.1 kg denote the mass of object. Let κ = 2 kgf/m be
the stiffness coefficient of spring and let b = 0.1 be the wall
friction. Let x1 = y and x2 = (dy/dt). Discretizing the system
function with the sampling interval �t = 0.1 s leads to

[
x1(k+1)

x2(k+1)

]
=

[
1 �T

− κ

M
�T 1 − b

M
�T

][
x1k
x2k

]
+

[
0

�T

M

]

uk.

(74)

Let the initial state be x0 = [1,−1]T . Let the performance
index function be expressed by (2). The utility function is
expressed as U(xk, uk) = xT

k Qxk + uT
k Ruk, where Q = I1,

R = I2, and I1 and I2 denote the identity matrix with suitable
dimensions.

Let the state space be �x = {xk | − 1 ≤ x1k ≤ 1,−1 ≤
x2k ≤ 1}. We randomly choose the p = 5000 states in �x to
implement the generalize policy iteration algorithm to obtain
the optimal control law. Neural networks are used to imple-
ment the present generalized value iteration algorithm. The
critic network and the action network are chosen as three-layer
BP neural networks with the structures of 2–8–1 and 2–8–1,
respectively. Define the two neural networks as group “NN1.”
For system (74), we can obtain an admissible control law
u(xk) = Kxk, where K = [0.13,−0.17]T . Let �(xk) = xT

k P0xk,

where P0 =
[

80 1
1 2

]
. As the initial admissible control law K

is known, policy evaluation in Algorithm 1 is implemented. It
can be seen that it takes three iterations to obtain v1(xk) and
V1,0(xk) and the simulation results for the initial iteration is
displayed in Fig. 2 (see the trajectories of the iterative value
functions for i = 0). Let iteration index i = 10. To illustrate

Fig. 3. Iterative value functions Vi(xk), for i = 0, 1, . . . , 10. Vi(xk) for
(a) {N1

i }, (b) {N2
i }, (c) {N3

i }, and (d) {N4
i }.

the effectiveness of the algorithm, we choose four different
iteration sequences {Nγ

i }, γ = 1, 2, 3, 4. For γ = 1 and
i = 0, 1, . . . , 10, we let N1

i = 0. For γ = 2, iteration sequence
is chosen as {N2

i } = {2, 3, 3, 0, 1, 1, 2, 2, 1, 3}. For γ = 3, iter-
ation sequence is chosen as {N3

i } = {5, 0, 8, 2, 4, 6, 4, 3, 0, 2}.
For γ = 4 and i = 0, 1, . . . , 10, let N4

i = 20. Train the critic
and the action networks under the learning rate 0.01 and set
the neural network training errors as 10−6. Under the iteration
indices i and ji, the trajectories of iterative value functions
Vi,ji(xk) for xk = x0 are shown in Fig. 2. The curves of the
iterative value functions Vi(xk) are shown in Fig. 3, where
we let “In” denote initial iteration and “Lm” denote limiting
iteration.

For {N1
i } = 0, the generalized policy iteration algorithm

is reduced to value iteration algorithm [27], [28]. From
Figs. 2(a) and 3(a), we can see that the iterative value
function converges to the approximate optimum which jus-
tifies the effectiveness of our algorithm. For {N4

i } = 20,
we can see that for i = 1, . . . , 10, the iterative value func-
tion Vi,ji(xk) is convergent for ji. The generalized policy
iteration algorithm is transformed into the policy iteration
algorithm [36], where the convergence property can be jus-
tified. For arbitrary sequence {Ni}, such as {N2

i } and {N3
i },

From Figs. 2(b) and (c) and 3(b) and (c), the iterative value
function can also converge to the approximate optimum.
Hence, we can say that value and policy iteration algorithms
are special cases of the present generalized policy iteration
algorithms and the convergence properties of our algorithm
can be justified. The stability property of system (74) under
the iterative control law vi(xk) is shown in Figs. 4 and 5,
respectively.

From the above simulation results, we can see that for
i = 0, 1, . . . , the iterative control law vi(xk) is admissible.
For linear system (74), we know that the optimal performance
index function J∗(xk) = xT

k P∗xk. According to the discrete

algebraic Riccati equation, we know that P∗ =
[

26.61 1.81
1.81 1.90

]
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(a)

(c)

(b)

(d)

Fig. 4. Trajectories of iterative control law vi(xk), i = 0, 1, . . . , 10.
vi(xk) for (a) {N1

i }, (b) {N2
i }, (c) {N3

i }, and (d) {N4
i }.

(a)

(c)

(b)

(d)

Fig. 5. Trajectories of system state. State trajectories for (a) {N1
i }, (b) {N2

i },
(c) {N3

i }, and (d) {N4
i }.

and the effectiveness of the present algorithm can be justified
for linear systems.

On the other hand, we know that the structure of the neural
networks is important for its approximation performance. To
show the influence of the neural network structure, we change
the structures of the critic and action networks to 2–4–1 and
2–4–1, respectively, and other parameters of the neural net-
works are kept unchanged. Define the two neural networks
as group “NN2.” Choose {N2

i } for the j-iteration. Implement
our algorithm for i = 10 iterations. The iterative value func-
tions by NN1 and NN2 are shown in Fig. 6(a). We can see
that if the number of hidden layer is reduced, the approximate

Fig. 6. Simulation results for i = 0, 1, . . . , 10 and {N2
i }. (a) Value function

at x = x0 for NN1 and NN2. (b) Vi(xk) by NN2. (c) Iterative control law by
NN2. (d) System states by NN2.

performance of the neural networks may decrease. The plot
of Vi(xk) is shown in Fig. 6(b). The corresponding trajectories
of iterative states and control are shown in Fig. 6(c) and (d),
respectively. We can see that if the structure of the neural net-
works is not set appropriately, the performance of the control
system will be decreased.

Example 2: We now examine the performance of our
algorithm in a torsional pendulum system [36], [68] with
modifications. The dynamics of the pendulum is given as
follows:

⎧
⎪⎨

⎪⎩

dθ

dt
= ω

J
dω

dt
= u − Mgl sin θ − fd

dθ

dt
where M = 1/3 kg and l = 2/3 m are the mass and length of
the pendulum bar, respectively. Let J = 4/3Ml2 and fd = 0.2
be the rotary inertia and frictional factor, respectively. x1 = θ

and x2 = ω. Let g = 9.8 m/s2 be the gravity and the sampling
time interval 
T = 0.1 s. Then, the discretized system can be
expressed by
[

x1(k+1)

x2(k+1)

]
=

[
0.1x2k + x1k

−0.49 sin(x1k) − 0.1fdx2k + x2k

]
+

[
0

0.1

]
uk.

(75)

Let the initial state be x0 = [1,−1]T and let the utility
function be the same as the one in Example 1.

Neural networks are also used to implement the general-
ized policy iteration algorithm, where the structures of the
critic network and the action network are the same as the
ones in Example 1. We choose p = 10000 states in �

to implement the generalized value iteration algorithm. For
nonlinear system (75), the initial admissible control law is
difficult to obtain. Thus we implement policy improvement
algorithm in Algorithm 2, and we can obtain the initial value

function �̄ς0(xk) = xT
k P̄0xk, where P̄0 =

[
145.31 8.43
8.43 28.42

]
.
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(a)

(c)

(b)

(d)

Fig. 7. Iterative value functions Vi,ji (xk) for i = 0, 1, . . . , 30 and xk = x0.
Vi,ji (xk) for (a) {N1

i }, (b) {N2
i }, (c) {N3

i }, and (d) {N4
i }.

Fig. 8. Iterative value functions Vi(xk), i = 0, 1, . . . , 30. Vi(xk) for (a) {N1
i },

(b) {N2
i }, (c) {N3

i }, and (d) {N4
i }.

Let iteration index i = 30. To illustrate the effectiveness of
the algorithm, we choose four different iteration sequences
{Nγ

i }, γ = 1, 2, 3, 4. For γ = 1 and ∀ i = 0, 1, . . . , 30, we
let N1

i = 0. For γ = 2, let N2
i , i = 1, 2, . . . , 30, be arbitrary

nonnegative integer that satisfies 0 ≤ N2
i ≤ 4. For γ = 3,

let N3
i , i = 1, 2, . . . , 30, be arbitrary nonnegative integer that

satisfies 0 ≤ N3
i ≤ 10. For γ = 4 and ∀ i = 0, 1, . . . , 30, let

N4
i = 20. Train the critic and the action networks under the

learning rate 0.01 and set the neural network training errors
as 10−6. Under the iteration indices i and ji, the trajectories
of iterative value functions Vi,ji(xk) for x = x0 are shown in
Fig. 7. The curves of the iterative value functions Vi(xk) are
shown in Fig. 8.

From Figs. 7 and 8, we can see that given an arbitrary
nonnegative integer sequence {Ni}, i = 0, 1, . . . , the iterative

(a)

(c)

(b)

(d)

Fig. 9. Trajectories of system state. State trajectories for (a) {N1
i }, (b) {N2

i },
(c) {N3

i }, and (d) {N4
i }.

(a)

(c)

(b)

(d)

Fig. 10. Trajectories of iterative control law vi(xk). vi(xk) for (a) {N1
i },

(b) {N2
i }, (c) {N3

i }, and (d) {N4
i }.

value function Vi,ji(xk) is monotonically nonincreasing and
converges to the approximate optimum using the present gen-
eralized policy iteration algorithm. The convergence property
of the present generalized policy iteration algorithm for non-
linear systems can be justified. The convergence properties
of value and policy iteration algorithms can also be justified
by our algorithm. The stability property of system (74) under
the iterative control law vi(xk) is shown in Figs. 9 and 10,
respectively.

We can see that for i = 0, 1, . . . , the iterative control law
vi(xk) is admissible, and hence the effectiveness of the present
algorithm can be justified for nonlinear systems.



LIU et al.: GENERALIZED POLICY ITERATION ADP FOR DISCRETE-TIME NONLINEAR SYSTEMS 1589

Fig. 11. Simulation results for i = 0, 1, . . . , 30 and {N2
i }. (a) Value function

at xk = x0. (b) Vi(xk) by ELM. (c) Iterative control law by ELM. (d) System
states by ELM.

Remark 11: One property should be pointed out. From
Figs. 7(a) and 8(a), as Ni ≡ 0, for i = 1, 2, . . . , 30, we can
see that it takes 15 i-iterations to make the iterative value
function converge to the optimal performance index function.
From Figs. 7(d) and 8(d), as Ni is large, i.e., Ni = 20 for
i = 1, 2, . . . , 30, we can see that it only takes four i-iterations
to make the iterative value function converge to the opti-
mum which is much less than the situation for Ni ≡ 0.
In each i-iteration, however, it has to take 20 j-iterations to
make Vi,ji(xk) convergent. Thus, if we want to obtain the opti-
mal performance index function by the least times of policy
improvement, then we can enlarge the number of j-iteration.
On the other hand, if we want to obtain the optimal perfor-
mance index function by the least times of policy evaluation,
then reducing the number of j-iteration can be an effec-
tive method. For value and policy iteration algorithms, the
numbers of j-iteration are fixed at 0 and ∞, respectively, which
means the convergence of value and policy iteration algo-
rithms is nonregulatable. For the present generalized policy
iteration algorithm, we can regulate the convergence property
of the iterative value function by defining a suitable sequence
{Ni}. This is another merit of the generalized policy iteration
algorithm.

In the above simulations, BP neural networks are used to
implement our algorithm. We have also tried extreme learning
machine (ELM) [74], [75] to show the effectiveness of the
present algorithm. For j = 1, 2, . . . , p, let Ñ be the number of
hidden nodes. The standard ELM is expressed by

fL
(

x( j)
k

)
=

Ñ∑

i=1

βih
(

x( j)
k

)
=

Ñ∑

i=1

βih
(

w̃ix
( j)
k + bi

)
(76)

where w̃i is the weight vector connecting the ith hidden node
and the input nodes. Let βi be the vector connecting the ith
hidden node and the output nodes and let bi be the threshold

of the ith hidden node. Let w̃i and βi be random matrices
with suitable dimensions. Choose Ñ = 500 and h(·) = σ(·).
We use ELM [74], [75] to approximate the iterative value
function and the iterative control law to implement the present
generalized policy iteration algorithm. Choose {N2

i } for the j-
iteration. Implement our algorithm for i = 30 iterations. The
iterative value functions Vi(x0) by ELM and BP network are
shown in Fig. 11(a). We can see that using ELM training, the
value function can also converge to its optimum. The plot of
Vi(xk) is shown in Fig. 11(b). By ELM, it takes 1267.49 s
to complete implementing the algorithm, while the running
time is 5254.84 s by BP network (standard BP algorithm).
Using ELM, the initial weights of neural networks are solved
directly by Moore–Penrose generalized inverse method (see
[17, eq. (21)]), which may lead to faster convergence. The
corresponding trajectories of iterative states and control are
shown in Fig. 11(c) and (d), respectively.

VI. CONCLUSION

A generalized policy iteration algorithm is developed for
solving infinite horizon approximate optimal control problems
of discrete-time nonlinear systems. The present iterative ADP
algorithm is initialized by an arbitrary admissible control law.
Under the assumption of perfect function approximation, it
is proven for the first time that the iterative value function
of the generalized policy iteration algorithm is monotoni-
cally nonincreasing and converges to the optimal performance
index function. Admissibility of the iterative control law is
also established. Effective methods are given to relax the ini-
tial value function of the present algorithm. Neural networks
are employed to implement the generalized policy iteration
algorithm to obtain the approximate optimal solution of the
HJB equation. Finally, two simulation examples are utilized
to illustrate the performance of the present algorithm.

As is known, approximation errors inherently exist during
the neural network implementation. We say that the con-
verged iterative value function and iterative control law are
approximations to the optimal ones. The property analysis of
approximation errors based on iterative θ -ADP algorithm has
been investigated in [19]. Hence, the property analysis of the
present algorithm with approximation errors will be our future
research topic.
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