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Abstract

A new nonlinear adaptive control scheme based on the immersion and invariance theory is presented to achieve robust

velocity and altitude tracking for hypersonic vehicles with parametric uncertainty. The longitudinal dynamics of the

hypersonic vehicle are first decomposed into velocity, altitude/flight-path angle, and angle of attack/pitch rate subsystems.

Then a non-certainty-equivalent controller based on immersion and invariance, consisting of a control module and a

parameter estimator, is designed for each subsystem with all the aerodynamic parameters unknown. The main feature of

this method lies in the construction of the estimator, which is a sum of a partial estimate generated from the update law

and an additional nonlinear term. The new term is capable of assigning appointed stable dynamics to the parameter

estimate error. Stability analysis is presented using Lyapunov theory and shows asymptotical convergence of the tracking

error to zero. Representative simulations are performed. Rapid and accurate command tracking is demonstrated in these

numerical simulations, which illustrate the effectiveness and robustness of the proposed approach.
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Introduction

The interest in a readily accomplished and cost-
effective access to space has been sustained through-
out the past decades. To achieve this goal, the
concepts of hypersonic flight vehicles, which can
allow high-speed air transportation while offering
increase in payload capacity and reduction in oper-
ation costs,1 are widely explored. The most represen-
tative successes of this technology are NASA’s X-43A
and the very recent flight of the US Air Force’s
X-51A. Despite years of research, it is extensively
recognized that more effective and reliable design
methods, as well as major advances in propulsion
and materials, are required for the development of a
full-scale operational hypersonic vehicle (HSV).2

The nonlinear control problem associated with
HSVs offers diverse challenges to the control engin-
eers.1–3 The large flight envelope and complex plant
characteristics of HSVs both present significant diffi-
culties in obtaining aerodynamic characteristics, which
result in unavoidable modeling uncertainties. In add-
ition, some other peculiarities of HSVs, such as the
structural flexibility, strong couplings stemming from
the integrated engine–airframe configuration, plant
parameter variations, and large nonlinearities, should

also be dealt with. All of these suggest it is a challenging
problem for the control system design of HSVs.

Many research efforts on the control design prob-
lem are available in the literature. Linearization based
on small perturbation theory is the most direct
approach to deal with model nonlinearities. Several
linear design methods are applied to the linearized
dynamical models.3–6 For this kind of flight control
system design, a corresponding controller is regulated
at each operating point, and then gain scheduling is
used to combine these controllers throughout the
flight envelope, which is a common practice in engin-
eering. Unfortunately, the controller gain set is pre-
computed off-line and, therefore, cannot handle
unpredictable changes.7 Moreover, it is complex and
time consuming to design large look-up tables for the
unusual flight envelope of HSVs. Therefore, a number
of nonlinear control techniques are investigated in
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subsequent works. One of the most widely used tech-
niques is the feedback linearization method.8–12 To
overcome the dependence on accurate models, which
are essential in this method but usually difficult to
obtain for HSVs, several variations of this method
have been made. Sigthorsson et al.,5, Parker
et al.,10,11 and Rehman et al.12 use linear quadratic
regulator methods to enhance the control robustness,
while Sun et al.13 use finite time integral sliding mode.
Also, some nonlinear adaptive control methods have
been employed, such as adaptive sliding mode con-
trol,8,14,15 fuzzy adaptive control,16–18 and neural net-
work control.19,20 The key problem of incorporating
feedback linearization with an adaptive outer loop is
that the global stability of the closed-loop system or
the convergence of the tracking error cannot be guar-
anteed.21 The adaptive backstepping approach22 is
another way to handle nonlinearities, yet can give
these guarantees simultaneously. Due to the cascaded
structure of HSV’s dynamics, many efforts have been
made to develop the HSV control systems by the com-
bination of backstepping theory and other control
technologies.20,23–26 Disturbance observer-based con-
trol method is applied to the control system design of
HSVs as well.27,28 This method considers active dis-
turbance rejection and employs a nonlinear disturb-
ance observer as a feedforward compensator in the
controller design, which improves the robustness per-
formance of some aspects.

Among the numerous challenges encountered in
designing control systems for HSVs, the presence of
uncertainties in both physical and aerodynamic par-
ameters might be one of the most severe. This research
focuses on this problem and aims to design a nonlinear
adaptive control system to overcome the aerodynamic
parameter uncertainties. A new method for adaptive
control of nonlinear systems called immersion and
invariance (I&I)29,30 is applied here. This new
method does not require knowledge of a Lyapunov
function and yields stabilizing schemes relying on
non-certainty-equivalent principles in adaptive control
problems. Moreover, estimators based on this method
allow for prescribed dynamics to be assigned to the
estimate errors. More details about I&I can be found
in Astolfi and Ortega29 and Astolfi et al.30 This
approach has been used in some cases.26,31–37 In Ji
et al.,26 an incorporation of dynamic inversion and
backstepping, with parameter estimators based on
the I&I theory, is applied to the HSV control problem.
For stability analysis, auxiliary states from output fil-
ters and dynamic scaling factors are added to the esti-
mator dynamics, which in turn makes the analysis
tenebrous and cumbersome. Additionally, the stand-
ard adaptive backstepping has two major problems
when it is applied directly to flight control. One is
that the derivatives of intermediate virtual controls
are tedious to calculate. The other is no constraints
on the inputs and state variables are taken into
account. The second one can be a crucial problem

because of the aggressive flight envelope allowed for
HSVs.38 Due to the characteristics of scramjet engines,
the state variables, for example, the angle of attack,
must be maintained within an admissible range.
However, no practical constraints on actuators and
state variables have been taken into account in Ji
et al.,26 which result in extremely unreasonable deflec-
tions of the actuators in simulations. When these con-
straints are considered and the saturation of one
actuator or virtual control happens, the desired control
signal cannot be implemented and the tracking error
cannot converge asymptotically. This will lead to cor-
rupting the learning capabilities of online parameter
update laws and the stability of the closed-loop
system can no longer be assured. A command filtered
backstepping approach for these two problems is pre-
sented in Farrell et al.39,40 It uses command filters to
calculate the derivatives of intermediate virtual con-
trols and defines a compensated tracking error to
replace the actual tracking error. This replacement
ensures a stable parameter estimation process even
when the saturation of one actuator or virtual control
happens.

The main contribution of this paper lies in the der-
ivation of an I&I based HSV control system using a
constrained adaptive backstepping procedure. The
significant difference between the proposed method
and the aforementioned literature is that all the aero-
dynamic parameters are assumed unknown. The
research focuses on the trajectory tracking control
of the velocity and altitude under the presence of
such uncertainties. Similar to Fiorentini et al.,24 the
design satisfactorily addresses the issue of stability
robustness with respect to parameter uncertainties
because the control system design is independent of
these parameters. The paper is organized as follows.
‘‘HSV model and problem formulation’’ section intro-
duces the longitudinal model of a generic HSV and
presents the control objectives. The non-certainty-
equivalent nonlinear adaptive control law based on
I&I and command filtered backstepping is derived in
‘‘Nonlinear adaptive control system design’’ section,
along with analysis of the system stability.
‘‘Simulations’’ section presents performance of the
proposed adaptive control law via numerical simula-
tions, in which the constraints on actuators and state
variables are considered. Finally, conclusions are
given in the final section.

HSV model and problem formulation

Ignoring the flexibility effects of the body structure
and assuming a flat Earth, the longitudinal dynamics
of HSV can be described by8

_V ¼
T cos��D

m
�
� sin �

r2

_h ¼ V sin �
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_� ¼
Lþ T sin�

mV
�
ð�� V2rÞ cos �

Vr2

_� ¼ Q� _�

_Q ¼
M

Iyy
ð1Þ

where V, h, �, �, Qdenote the flight velocity, alti-
tude, flight-path angle, angle of attack, and pitch
rate, respectively; � is the gravitational constant;
and r ¼ hþ RE, with RE the radius of the earth.

The thrust T, the aerodynamic forces L, D, and the
aerodynamic moment M are given by

L ¼ qSCL

D ¼ qSCD

T ¼ qSCT

M ¼ qS �cCM ð2Þ

where q is the dynamic pressure, S the reference area,
and �c the reference length. The approximations of the
aerodynamic coefficients are given as follows

CL ¼ CL��

CD ¼ CD�2�
2 þ CD��þ CD0

CT ¼ CT��þ CT0

CMð�Þ ¼ CM�2�
2 þ CM��þ CM0

CMð�eÞ ¼ ceð�e � �Þ

CMðQÞ ¼ �cQðCMQ�2�
2 þ CMQ��þ CMQ0Þ=ð2VÞ

CM ¼ CMð�Þ þ CMð�eÞ þ CMðQÞ ð3Þ

where the elevator deflection �e and the fuel equiva-
lence ratio � are the control inputs. It should be
pointed out that a canard is used as an auxiliary
input in some research.5,24 Although it can offer
some benefits in decoupling the elevator deflection
to the lift force,11,24 thus rendering the system min-
imum phase, the presence of the canard is debatable
for the vehicle physical structure because of the huge
thermal stress at hypersonic speed.41 Additionally, the
control authority of the canard is quite small, so only
an elevator is available for the attitude control in the
present paper. The elevator is modeled as a first-order
system, with the deflection limits of �20�and rate
limits of �50�=s, while the engine is modeled by a
second-order system8,24 with an amplitude interval
of ½0:05, 1:5�

€� ¼ �2�!n
_�� !2

n�þ !n�c ð4Þ

In general, there are various uncertainties in the
HSV dynamics and how to handle them is one of
the most important issues in the control system
design. Here, all the aerodynamic coefficients in equa-
tion (3) are assumed to be unknown constant param-
eters. The control objective is to design a control law

to achieve robust velocity and altitude tracking in the
presence of parameter uncertainties. Only a cruise
flight condition is discussed here. Considering the
structural constraints and the operability of scramjet
engines, an admissible set for the attitude of the HSV
is defined as follows24

� : ¼ f�3�4�43�, � 5�4�410�,

� 10�=s4Q410�=sg ð5Þ

Nonlinear adaptive control
system design

According to equation (1), the longitudinal motion of
HSV can be divided into two parts, namely the vel-
ocity subsystem and the altitude subsystem.23,24 The
two parts can be controlled separately. The fuel
equivalence ratio, �, is used directly to control the
thrust and hence velocity, while the deflection of the
elevator, �e, is the primary effector for the attitude
angle, and hence altitude. The altitude subsystem is
further divided into the outer-loop ðh, �Þ subsystem
(the altitude and flight-path angle subsystem) and
the inner-loop ð�,QÞ subsystem (the angle of attack
and pitch rate subsystem). Three I&I based adaptive
controllers are designed for the velocity subsystem,
the ðh, �Þ subsystem, and the ð�,QÞ subsystem,
respectively. Moreover, a command filter is used to
accommodate physical constraints on each actuator
command or intermediate virtual control. The config-
uration of the whole control system is shown in
Figure 1.

The idea behind the I&I method is to design a con-
trol law which guarantees that the controlled system
asymptotically behaves like a target system.29 For
adaptive control problems, the design procedure of
I&I based control systems can be described as fol-
lows.33 First, find a control law using unknown par-
ameters as known ones, such that the closed-loop
system has desired dynamics, and treat the closed-
loop system as the target system. Second, design an
update law for the unknown parameters such that the
original system will be extended into a space of vehicle
states and parameter estimates. Then, add an add-
itional term to the parameter estimates, which is judi-
ciously chosen to render the manifold attractive and
invariant. The role of this new term is to shape the
manifold into which the adaptive system is
immersed.29 Finally, the augmented system will have
an asymptotically stable equilibrium. The control
scheme based on I&I for the velocity subsystem is
shown in Figure 2.

Controller design for the velocity subsystem

Assuming the commanded velocity as Vc, the tracking
error is ~V ¼ V� Vc. By substituting the expressions
of T, D, and CT, CD into the first equation of
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equation (1), the dynamics of the tracking error ~Vcan
be written as

_~V ¼ �V 	2V �þ uVð
~VÞT h1V �

� sin �

r2
� _Vc ð6Þ

where

uVð
~VÞ ¼

qS

m
½cos�, � �2, � �, � 1�T

h1V ¼ ½CT0,CD�2 ,CD�,CD0�
T

	2V ¼ CT�

�V ¼
qS cos�

m

h1Vand 	2Vð	2V 4 0Þ are unknown parameters whose
estimations are used in the controller design.

Non-certainty-equivalent control law design for the velocity

subsystem. Since h1V and 	2V are not known, their esti-
mates are needed for synthesis. In the classical adap-
tive control design based on the certainty equivalence
(CE) philosophy, parameter estimate update laws are
carefully designed by perfect cancelation of terms with

uncertainty in the time derivative of Lyapunov-like
function.42 This ensures boundedness of all the result-
ing closed-loop signals. However, the transient per-
formance of the estimation errors is discussed
little.30 Unlike this, the I&I approach adds to the esti-
mate 	̂iV a new term, 
iV, the introduction of which
allows construction of the error dynamic system.
In other words, the estimate, 	̂iV, generated by the
update law is not applied directly in the controller,
but treated as only a partial estimate, which makes
the I&I approach depart from the CE philosophy.

The full estimates of the unknown parameters h1V
and 	2V are defined as ĥ1V þ b1V and 	̂2V þ 
2V, respect-
ively. Then the estimate errors can be written as

z1V ¼ ĥ1V þ b1V � h1V

z2V ¼ 	̂2V þ 
2V � 	2V

�
ð7Þ

Select the nominal control law as

�cd ¼ ½�Vð	̂2V þ 
2VÞ�
�1
�kV ~V� uVð

~VÞT ðĥ1V þ b1VÞ

h
þ
� sin �

r2
þ _Vc

�
ð8Þ

where kV 4 0. Pass �cd through a command filter to
generate signals �c and _�c within physical constraints.
Therefore, �c is achievable by the actuator, and thus it
can be assumed � ¼ �c. A thorough survey of the
command filter is given in Farrell et al.39,40 Define
the compensated velocity tracking error as

~xV ¼ ~V� "V ð9Þ

where according to Farrell et al.39 "V can be defined as

_"V ¼ �kV"V þ �Vð	̂2V þ 
2Vð�ÞÞð�c � �cdÞ ð10Þ

According to equations (9) and (10), the compensated
velocity tracking error converges to the actual velocity

Figure 1. The configuration of the whole control system.

Figure 2. Graphical illustration of the I&I based controller for

the velocity subsystem.
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tracking error if the physical constraints on the engine
are not in effect. Differentiating equation (9) and
using equations (6), (8), and (10) gives the dynamics
of the compensated tracking error

_~xV ¼ �kV ~xV �UT
VzV ð11Þ

where zV ¼ ½z
T
1V, z2V�

T and UV ¼ ½uVð
~VÞT, �V��

T.
Note that the system in equation (11) has an

asymptotically stable equilibrium at the origin when
UT

VzV ¼ 0 and it follows that lim
t!1

~xV ¼ 0 from
Barbalat’s lemma.43

Parameter estimator design for the velocity subsystem. As
mentioned earlier, the estimates 	̂iV and 
iV are
needed in the designed control law. This section will
present the design of the parameter estimator. First,
differentiating equation (7) gives

_zV ¼
_̂
hV þ

@bV

@ ~xV
_~xV ð12Þ

where ĥV ¼ ½ĥ
T

1V, 	̂2V�
T, bV ¼ ½b

T
1V,
2V�

T. Substituting
equation (11) into equation (12) yields

_zV ¼
_̂
hV þ

@bV

@ ~xV
ð�kV ~xV �UT

V zVÞ ð13Þ

In view of equation (13), the update law is chosen
as

_̂
hV ¼ �

@bV

@ ~xV
ð�kV ~xVÞ ð14Þ

Substituting equation (14) into equation (13) yields

_zV ¼ �
@bV

@ ~xV
UT

VzV ð15Þ

Note now that the nonlinear function bV should be
chosen to guarantee the zV dynamics are stable. This
is a huge advantage for the I&I approach over the
existing ones. The extra degree of freedom in design-
ing adaptive laws, namely the selection of bV, allows
the construction of the zV dynamics, which yields a
significant improvement of the closed-loop perform-
ance. It is in sharp contrast with the classical non-
linear adaptive control whose dynamical behavior of
the estimation errors cannot be regulated. For simpli-
city, choose bV as

@bV

@ ~xV
¼ rVUV ð16Þ

where rV ¼ diag½r1VI4�4, r2V� and r1V 4 0,r2V 4 0.
Substituting equation (16) into equation (15) yields

_zV ¼ � rVUV UT
V zV ð17Þ

According to equation (16), bV is obtained.

Substituting it into equation (14) gives
_̂
hV. Then the

nominal control law �cd can be derived from equation
(8). Passing �cd through the command filter shown in
Farrell et al.39 gives achievable signals �c, which is
within the magnitude and rate limitations of the
engine.

Stability analysis for the velocity subsystem. To begin with,
recall the dynamics of ~Vand z in equations (11)
and (17)

_~xV ¼ �kV ~xV �UT
VzV

_zV ¼ � rVUV UT
V zV

�
ð18Þ

Now consider the function W2VðzVÞ ¼
1
2 z

T
Vr
�1
V zV,

whose time derivative along the trajectories of equa-
tion (18) satisfies

_W2VðzVÞ ¼ �ðU
T
VzVÞ

240

which implies zVðtÞ 2 L1 and UT
VzVðtÞ 2 L2. The first

equation of equation (18) can be treated as an
asymptotically stable system perturbed by a square-
integrable signal. For the stability analysis of the
closed-loop system, select a Lyapunov function

WVð ~xV, zVÞ ¼
1

2
~x2V þ k�1V W2VðzVÞ ð19Þ

Differentiating WVð ~xV, zVÞ yields

_WVð ~xV, zVÞ ¼ �kV ~x2V � ~xV UT
V zV � k�1V ðU

T
V zVÞ

2

ð20Þ

By Young’s inequality

� ~xVUT
V zV4

1

2
kV ~xVj j

2
þ
1

2
k�1V UT

V zV
�� ��2 ð21Þ

Substituting equation (21) into equation (20) yields

_WVð ~xV, zVÞ4�
1

2
kV ~xVj j

2
�
1

2
k�1V UT

V zV
�� ��240 ð22Þ

It follows that the system in equation (18) has a glo-
bally asymptotically stable equilibrium at the origin.
Furthermore, all trajectories of equation (19) con-
verge to the invariant set M ¼ fð ~xV, zVÞ 2 R� R5 :
UT

VzV ¼ 0g. As analyzed earlier, this again demon-
strates that compensated velocity tracking error
asymptotically converges to zero, namely lim

t!1
~xV ¼ 0.

Controller design for the ðh, �Þ subsystem

Assuming the commanded altitude is hc, consider the
second equation of equation (1). There is no uncer-
tainty in this equation and it is a simple but strictly
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accurate bijection. Therefore, the altitude command
can be accurately transformed into flight-path angle
command.

Motivated by Astolfi et al.,30 the nominal flight-
path angle command is chosen as

�cd ¼ � arctanðkhðh� hcÞÞ

where kh 4 0, which yields the dynamics of the
altitude

_h ¼ �V
khðh� hcÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ðkhðh� hcÞÞ
2

q

This confirms the dynamics of h have a globally
asymptotically stable equilibrium at h ¼ hc. In other
words, the altitude can track the altitude command if
the flight-path angle can track the flight-path angle
command.27 Filter the nominal flight-path angle com-
mand, �cd, to produce the magnitude and rate limited
command signal �c and its derivative _�c. Now �cis the
new variable to be tracked.

To begin with, defining the tracking error as
~� ¼ � � �c, and using the expressions of L and CL,
the dynamics of ~� can be written as

_~� ¼ �� 	2� �þ ’�ð ~�Þ ð23Þ

where

’�ð ~�Þ ¼ �
ð�� V2rÞ cos �

Vr2
� _�c,

	2� ¼ CL�, �� ¼ qS=ðmVÞ

	2�ð	2� 4 0Þ is an unknown parameter. Note that the
effect of the thrust T is ignored in equation (23) since
the control authority of T sin � is significantly smaller
than that of L.

Non-certainty-equivalent control law design for the ðh, �Þ
subsystem. Similar to the design of the I&I controller
for the velocity subsystem, the full estimate of the
unknown parameter 	2� is defined as 	̂2� þ 
2� ,
where 
2� is a nonlinear function to be determined
and

_̂
	2� is the update law.

The estimate error is

z2� ¼ 	̂2� þ 
2� � 	2� ð24Þ

Select the nominal virtual control signal �cd as

�cd ¼ ½��ð	̂2� þ 
2�Þ�
�1
ð�k� ~� � ’�ð ~�ÞÞ � "� ð25Þ

where k� 4 0 and "� will be defined in the next sec-
tion. Pass �cd through the command filter shown in
Farrell et al.39 to produce the magnitude and rate
limited command signal �c and its derivative _�c.

Define the compensated flight-path angle tracking
error as

~x� ¼ ~� � "� ð26Þ

where

_"� ¼ �k�"� � ��ð	̂2� þ 
2�ð�ÞÞð�c � �cdÞ ð27Þ

It can be seen that the compensated flight-path angle
tracking error converges to the actual flight-path
angle tracking error if the constraints on the virtual
control are not in effect. Differentiating equation (26)
and using equations (23), (25), and (27) gives the
dynamics of ~x�

_~x� ¼ �k� ~x� þ ��ð ~x� � �Þz2� þ ��	2� ~x� ð28Þ

where ~x� is the compensated angle of attack tracking
error that will be discussed in the next section. Note
also that, according to Barbalat’s lemma, the system
in equation (28) has an asymptotically stable equilib-
rium at the origin and lim

t!1
~x� ¼ 0 when the states

converge to the set E� ¼ fð ~x�, z2�Þ 2 R� R :
~x� ¼ 0, ��ð ~x� � �Þz2� ¼ 0g.

Parameter estimator design for the ðh, �Þ
subsystem. Differentiating equation (24) and using
equation (28) yields

_z2� ¼
_̂
	2� þ

@
2�
@ ~x�
ð�k� ~x� þ ��ð ~x� � �Þz2� þ ��	2� ~x�Þ

ð29Þ

Choose the update law

_̂
	2� ¼

@
2�
@ ~x�

k� ~x� ð30Þ

Substituting equation (30) into equation (29) yields

_z2� ¼
@
2�
@ ~x�
ð��ð ~x� � �Þz2� þ ��	2� ~x�Þ ð31Þ

Select now the nonlinear function 
2� to guarantee the
z2� dynamics have stable behavior

@
2�
@ ~x�
¼ �r2���ð ~x� � �Þ ð32Þ

where r2� 4 0. Substituting equation (32) into equa-
tion (31) yields

_z2� ¼ �r2� ½��ð ~x� � �Þ�
2z2� � r2��

2
�	2�ð ~x� � �Þ ~x�

ð33Þ


2� is given from equation (32) and then
_̂
	2� is derived

from equation (30). So the nominal control signal �cd
of equation (25) can be obtained and then the
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magnitude and rate limited command signal �c can be
got from the command filter.

Stability analysis for the ðh, �Þ subsystem. Consider the
Lyapunov function

W�ð ~x� , z2�Þ ¼
1

2
~x2� þ

1

2
k�1� z2� r

�1
2� z2�

Its time derivative along the trajectories of equations
(28) and (33) is

_W�ð ~x� ,z2�Þ ¼�k� ~x2� þ��ð ~x���Þz2� ~x� þ��	2� ~x� ~x�

�k�1� ½��ð ~x���Þz2� �
2

�k�1� �
2
�	2�ð ~x���Þ ~x�z2�

4�
1

2
k� ~x�
�� ��2�1

2
k�1� ��ð ~x���Þz2�

�� ��2
þ��	2� ~x� ~x� �k�1� �

2
�	2�ð ~x���Þ ~x�z2�

ð34Þ

According to equation (34), _W�ð ~x� , z2�Þ is negative
definite if ~x� is zero. But ~x� cannot be frozen at zero
since ~x� ¼ �� �c � "� and � cannot be fixed equal
to �c. Note that the stability analysis is not yet com-
pleted. In the following section, some negative terms
will be added to dominate the remaining positive
terms in equation (34).

Controller design for the ð�, QÞ subsystem

The magnitude and rate limited command signal �c is
determined by the ðh, �Þ subsystem. Consider now the
tracking error ~� ¼ �� �c and select the nominal com-
mand trajectory for the pitch rate as

Qcd ¼ �k� ~�þ _� þ _�c � "Q ð35Þ

with k�4 0. "Q will be defined in the following. Pass
Qcd through the command filter and then the magni-
tude and rate limited command signal Qc and its
derivative _Qc can be obtained. Define the compen-
sated angle of attack tracking error as

~x� ¼ ~�� "� ð36Þ

where

_"� ¼ �k�"� þQc �Qcd ð37Þ

Differentiating equation (36) and using equations (35)
and (37) and the fourth equation of equation (1) gives
the dynamics of ~x� as

_~x� ¼ �k� ~x� þ ~xQ ð38Þ

where ~xQ is the compensated pitch rate tracking error
that will be discussed in the following. It is

straightforward to show that the dynamics of ~x�
have a globally asymptotically stable equilibrium at
the origin if ~xQ ¼ 0. Now Qc is the new variable to be
tracked. Substituting the expressions ofM and CMð�Þ,
CMð�eÞ, CMðQÞ into the fifth equation of equation (1)
yields the dynamics of ~Q as

_~Q ¼ �Q 	2Q �e þ uQð
~QÞT h1Q � _Qc ð39Þ

where

uQð
~QÞ ¼

qS �c

Iyy
��2,�,1,

�cQ

2V
�2,

�cQ

2V
�,

�cQ

2V

� �T
h1Q¼ ½CM�2 ,CM�� ce,CM0,CMQ�2 ,CMQ�,CMQ0�

T

	2Q¼ ce

�Q¼
qS �c

Iyy

h1Q and 	2Qð	2Q 4 0Þ are unknown parameters.

Non-certainty-equivalent control law design for the ð�, QÞ

subsystem. The full estimates of the unknown param-
eters h1Q and 	2Q are defined, respectively, as
ĥ1Q þ b1Q and 	̂2Q þ 
2Q, with the estimate errors

z1Q ¼ ĥ1Q þ b1Q � h1Q

z2Q ¼ 	̂2Q þ 
2Q � 	2Q

(
ð40Þ

where b1Q, 
2Q are nonlinear functions to be deter-
mined and

_̂
h1Q,

_̂
	2Q are the update laws.

Select the nominal control law

�e cd ¼ ½�Qð	̂2Q þ 
2QÞ�
�1
½�kQ ~Qþ _Qc

� uQð
~QÞTðĥ1Q þ b1QÞ � ~x�� ð41Þ

where kQ 4 0. Filter �e cd to produce �e c within the
magnitude and rate limitations of the actuator system.
Different from the command filters for intermediate
virtual controls, the filter here is first order with
deflection and rate limits as described in ‘‘HSV
model and problem formulation’’ section. Since �e c

is achievable, it can be assumed �e c ¼ �e. Define the
compensated pitch rate tracking error as

~xQ ¼ ~Q� "Q ð42Þ

where

_"Q ¼ �kQ"Q þ �Qð	̂2Q þ 
2QÞð�e c � �e cdÞ ð43Þ

Differentiating equation (42) and using equations
(39), (41), and (43), the dynamics of ~xQ are

_~xQ ¼ �kQ ~xQ �UT
QzQ � ~x� ð44Þ

where zQ ¼ ½z
T
1Q, z2Q�

T and UQ ¼ ½uQð
~QÞT, �Q�e�

T.
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It is apparent that the system in equation (44) has
an asymptotically stable equilibrium at the origin
when ~x� ¼ 0 and UT

QzQ ¼ 0.

Parameter estimator design for the ð�, QÞ

subsystem. Differentiating equation (40) and using
equation (44) yields

_zQ ¼
_̂
hQ þ

@bQ

@ ~xQ
ð�kQ ~xQ �UT

QzQ � ~x�Þ ð45Þ

where ĥQ ¼ ½ĥ
T

1Q, 	̂2Q�
T, bQ ¼ ½b

T
1Q,
2Q�

T. Select the
update law as

_̂
hQ ¼

@bQ

@ ~xQ
ðkQ ~xQ þ ~x�Þ ð46Þ

Substituting equation (46) into equation (45) yields

_zQ ¼ �
@bQ

@ ~xQ
UT

QzQ ð47Þ

Choose now the nonlinear function bQ to guarantee
the dynamics of zQ have stable behavior at the origin.
One choice is

@bQ

@ ~xQ
¼ rQUQ ð48Þ

where rQ ¼ diag½r1QI6�6, r2Q� and r1Q 4 0, r2Q 4 0.
Substituting equation (48) into equation (47) yields

_zQ ¼ �rQUQ UT
Q zQ ð49Þ

Now bQ and
_̂
hQ can be derived from equations (48)

and (46) sequentially. Then the nominal control law
�e cd in equation (41) is obtained. Using a command
filter again yields achievable signals �e c, which are
within the magnitude and rate limitations of the actu-
ator system.

Stability analysis for the ð�, QÞ subsystem. Invoke the func-
tion W2QðzQÞ ¼

1
2 z

T
Qr
�1
Q zQ, whose time derivative

satisfies

_W2QðzQÞ ¼ �ðU
T
QzQÞ

240

Hence zQðtÞ 2 L1 and UQðtÞ
TzQðtÞ 2 L2. Consider the

Lyapunov function

W��Qð ~x�, ~xQ, zQÞ ¼
1

2
~�2 þ

1

2
~Q2 þ k�1Q W2QðzQÞ

with

_W��Qð ~x�, ~xQ,zQÞ ¼�k� ~x2�þ ~x� ~xQ�kQ ~x2Q

� ~xQ UT
QzQ� ~x� ~xQ�k�1Q ðU

T
QzQÞ

2

¼ �k� ~x2� � kQ ~x2Q � ~xQ UT
QzQ � k�1Q ðU

T
QzQÞ

2

4� k� ~x�j j
2
�
1

2
kQ ~xQ
�� ��2� 1

2
k�1Q UT

QzQ

��� ���2
40 ð50Þ

which implies ~x�, ~xQ, and zQ are globally asymptotic-
ally stable at the origin.

Note finally that the control laws in equations (8),
(25), (35), and (41) all consist of a simple linear feed-
back term, such as �kV ~V, and a term to cancel out
the dependence on the unknown parameters, such as
uVð

~VÞT ðĥ1V þ b1VÞ. The linear feedback term, with
which the system perturbed by an L2 signal is ren-
dered asymptotically stable as analyzed earlier, can
certainly be replaced by a wide class of nonlinear feed-
back schemes, thus allowing dealing with more com-
plex perturbations. Moreover, in contrast with the CE
control law, additional feedback terms 
iV, 
i� , 
iQ
are employed here, which are used to construct
stable dynamics of the estimate errors shown in equa-
tion (15), (31), and (47).

Stability analysis for the whole system

To examine the stability of the whole closed-loop
system, we define a composite Lyapunov function

W ¼WVð ~xV, zVÞ þW�ð ~x� , z2�Þ þ �W��Qð ~x�, ~xQ, zQÞ

with �4 0. Differentiating it and using equations (22),
(34), and (50) gives

_W4�
1

2
kV ~xVj j

2
�
1

2
k�1V UT

V zV
�� ��2

�
1

2
k� ~x�
�� ��2� 1

2
k�1� ��ð ~x� � �Þz2�

�� ��2
þ ��	2� ~x� ~x� � k�1� �

2
�	2�ð ~x� � �Þ ~x�z2�

� �k� ~x�j j
2
�
1

2
�kQ ~xQ

�� ��2� 1

2
�k�1Q UT

QzQ

��� ���2
¼ �

1

2
kV ~xVj j

2
�
1

2
k�1V UT

V zV
�� ��2

� ~x�
�� ��, ��ð ~x� � �Þz2��� ��, ~x�j j� P1 ½ ~x�

�� ��,�
� ��ð ~x� � �Þz2�
�� ��, ~x�j j

�T
�
1

2
�kQ ~xQ

�� ��2� 1

2
�k�1Q UT

QzQ

��� ���2 ð51Þ

where

P1 ¼

k�
2

0 �
��	2�
2

0
1

2k�

��	2�
2k�

�
��	2�
2

��	2�
2k�

�k�

2
666664

3
777775

According to equation (51), _W is negative definite
if P1 is a positive-definite matrix. Now the existence
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of the parameter � making P1 positive definite, thus
guaranteeing the stability of the closed-loop system, is
discussed. It is apparent that the first- and second-
order leading principal minors of P1 are both posi-
tive. So P1 is positive definite if the determinant of
P1 is positive. The determinant of P1 is

detðP1Þ ¼ k� k�1� �k� �
1

4
ðk�1� ���	2�Þ

2

	 


�
1

2
��	2�

	 
2

k�1� �

¼ k� �
1

4
k�1� ð��	2�Þ

2

	 

��

1

4
k�1� ð��	2�Þ

2�2

¼
k�
2

�k�
2k�
�

��	2�
2k�

	 
2
 !

�
��	2�
2
�
��	2�
2
�
1

2k�

¼
�k�
4
�
ð��	2�Þ

2

4k�

It is clear that selecting �4 ð��	2�Þ
2=ðk�k�Þ renders

detðP1 Þ4 0. Note that the value of � is only needed
for the stability analysis, which is not necessary
for the design of the controllers. According to equa-
tion (51), one finds ð ~xV, ~x� , ~x�, ~xQ, zV, z2� , zQÞ 2 L1
and ð ~xV, ~x� , ~x�, ~xQ,U

T
VzV, ��ð ~x� � �Þz2� ,U

T
QzQÞ 2 L2.

Since ðUV, ��ð ~x� � �Þ ,UQÞ and their time derivatives
are bounded, it follows that lim

t!1
ð ~xV, ~x� , ~x�, ~xQ,

UT
VzV, ��ð ~x� � �Þz2� ,U

T
QzQÞ ¼ 0. It should be pointed

out that the stability guarantee is for the compensated
tracking errors, yet not for the actual tracking errors.
When no saturation occurs, the actual tracking errors
will converge to zero as the compensated tracking
errors converge to zero. However, when saturation
occurs, the actual tracking errors may increase while
the compensated tracking errors still converge to zero.
This makes the parameter estimation process stable
even when the constraints are in effect, because the
compensated tracking errors are used to replace the
actual tracking errors in the parameter update laws.

Simulations

This section presents simulation results to verify the
proposed nonlinear adaptive control system. The
HSVparameters inXu et al.8 are used for computation.
Note that the nominal aerodynamic parameters are
only used in the simulationmodel, while their estimates
are used in the control system design. The initial flying
states of the HSV are chosen as ½V, h, �,�,Q�T ¼
½4590:3m=s, 33, 528m, 0�, 1:87�, 0�=s�T, while the
initial control inputs are ½�e,��

T
¼ ½�0:55�, 0:21�T.

The actuators relative to the elevator and the engine
aremodeled as a first-order systemwith a time constant
of 0.025 and a second-order system with a natural fre-
quency of 20 rad/s and a damping factor of 0.7, respect-
ively. The command filters for intermediate virtual
controls are fixed with a natural frequency of 100 and

a damping factor of 1.37 Also, the deflection and rate
limits are defined in ‘‘HSV model and problem formu-
lation’’ section. The rate limits for the control signals �,
�, �, and Q are not considered. The first set of simula-
tions is performed on the nominal model. Next, par-
ameter uncertainty is considered in the second set,
where an aggressive disturbance is assumed to exist in
the aerodynamic coefficients. Finally, for the purpose
of comparison, the response results obtained using the
incorporation of pole placement and feedback linear-
ization44 are presented. Two different kinds of refer-
ence trajectories for the altitude and velocity are
implemented in each set of simulations. Both the alti-
tude and velocity reference trajectories have been gen-
erated by filtering step reference commands through a
second-order prefilter with a natural frequency of
0.1 rad/s and a damping factor of 0.9. In all simula-
tions, the initial values of the estimated parameters are
selected as

ĥ1V ¼ 0:01onesð4Þ, 	̂2V ¼ 0:001, 	̂2� ¼ 1,

ĥ1Q ¼ 0:01onesð6Þ, 	̂2Q ¼ 0:1

where onesðnÞ 2 Rn denotes a vector whose elements
are all 1. The control parameters are fixed as

½kV,kh,k� ,k�,kQ�
T
¼½1,5�10�5,20,1,0:1�T,

½r1V,r2V,r2� ,r1Q,r2Q�
T
¼½1�10�4,1�10�4,1,0:01,1�T:

Simulation without parameter uncertainty

In the first set simulation study, the nominal model is
used. To illustrate the performance and robustness of
the proposed control law, two kinds of reference tra-
jectories are implemented. In the first case, a step alti-
tude and velocity command of 1000m and 100m=s
are defined. The results of this simulation are shown
in Figure 3. Figure 3(a) and (b) shows effective track-
ing performances for the velocity and altitude. Both
the achieved velocity and altitude increase rapidly to
the desired values. Figure 3(c) to (e) indicates the
tracking performances of the flight-path angle �, the
angle of attack �, and the pitch rate Q relative to
the virtual control inputs �c, �c, andQc are acceptable.
It can also be noted that during the whole simulation
the time history of these states remains within the
admissible set defined in equation (5), which is a neces-
sary requisite for the air-breathing HSV. The deflec-
tions of the elevator �e and the fuel equivalence ratio �
are shown in Figure 3(f) and (g), both of which behave
within their physical bounds. Finally, Figure 3(h) to
(j) shows UVð�Þ

TzV, ��ð�Þz2� , and UQð�Þ
TzQ are all con-

vergent to zero. According to the foregoing analysis,
this implies the compensated tracking errors satisfy
that lim

t!1
~xV ¼ 0, lim

t!1
~x� ¼ 0, and lim

t!1
~xQ ¼ 0.

A more aggressive command is considered in the
second case. The reference trajectory of the altitude
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change is set as a square wave signal with an ampli-
tude of 1000 mand a period of 150 s, while the velocity
command is a step signal with an amplitude of
200m=s. The closed-loop system tracks the command
as shown in Figure 4. Figure 4(a) and (b) displays that
the I&I adaptive controllers provide rapid and accur-
ate tracking of the altitude and velocity commands,
which is the control objective of the proposed control-
lers. Precise tracking of the commands of flight-path
angle, angle of attack, and pitch rate can also be seen
in Figure 4(c) to (e), respectively. Figure 4(f) and (g)
shows the time history of the actuators �e and �. The
dashed-dotted line denotes the nominal command for
the engine, while the solid line denotes the actual com-
mand in Figure 4(g). It can be seen that there is a
short period of saturation during simulation, but the
parameter estimation process remains stable because
the compensated tracking errors are used to replace
the actual tracking errors in the parameter update
laws. Apart from the transient process at the begin-
ning of the simulation, both �e and � deflect period-
ically along with the square wave-altitude command.
Note also that �, �, and Q remain within the admis-
sible set defined in equation (5), while �e and � range
within their physical bounds. Figure 4(h) to (j) shows
that UVð�Þ

TzV, ��ð�Þz2� , and UQð�Þ
TzQ converge to

zero, with small-scale oscillations when the amplitude
of the square wave-altitude signal changes.

Simulation with parameter uncertainty

In the second simulation study, to illustrate the
robustness of the control system to uncertainties, par-
ameter uncertainty is considered. The form of param-
eter uncertainty is chosen as

CL ¼ C�Lð1þUfL þUvÞ

CD ¼ C�Dð1þUfD þUvÞ

CT ¼ C�Tð1þUfT þUvÞ

CM ¼ C�Mð1þUfM þUvÞ

8>><
>>:

where C� is the nominal value, Uf is a fixed parameter
uncertainty, and Uv is a time-varying part. The uncer-
tainties considered here are UfL ¼ �20 %,
UfD ¼ 20 %, UfT ¼ �20 %, UfM ¼ 20 %, and
Uv ¼ 0:2 sinð0:1tÞ. Note that the selection of the
fixed parameter uncertainty makes a 20% decrease
in the lift and thrust while a 20% increase in the
drag, which results in a quite aggressive situation for
flight control. Moreover, the time-varying part further
poses difficulty on the control laws developed here.
It should also be pointed out that the maximum par-
ameter variation considered here is up to 40% due to
the complex flight characteristics of HSVs. All of
these make the simulation study relatively challenging
but quite representative to evaluate the robustness
performance of the proposed control system to par-
ameter uncertainty.
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Figure 3. Responses to a 100 m/s step-velocity command and a 1000 m step-altitude command for the nominal model.

128 Proc IMechE Part G: J Aerospace Engineering 229(1)

 by guest on January 3, 2015pig.sagepub.comDownloaded from 

http://pig.sagepub.com/


0 20 40 60 80 100
3.35

3.4

3.45

3.5
x 10

4

h
(m

)

0 20 40 60 80 100
4600

4650

4700

V
(m

/s
)

0 20 40 60 80 100
-0.2

0

0.2

0.4

γ (
d

eg
)

0 20 40 60 80 100
0

5

10

α
(d

eg
)

0 20 40 60 80 100
-10

0

10

Q
(d

eg
)

0 20 40 60 80 100
-5

0

5

δ e(d
eg

)

0 20 40 60 80 100
0

0.5

1

φ

0 20 40 60 80 100
-5

0

5

Φ
VT
z V

0 20 40 60 80 100
-1

0

1

Time [s] 

Φ
γT z 2γ

0 20 40 60 80 100
-1

0

1

Time [s] 

Φ
QT

z Q

Response
Reference

Response
Reference

Response
Reference

Response
Reference

Response
Reference

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 5. Responses to a 100 m/s step-velocity command and a 1000 m step-altitude command with parameter uncertainty.
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Figure 4. Responses to a 200 m/s step-velocity command and a square wave-altitude command for the nominal model.
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The two kinds of reference trajectories discussed in
the preceding simulation are used again. The simula-
tion results are shown in Figures 5 and 6. Good track-
ing performances for the altitude, velocity, flight-path
angle, angle of attack, and pitch rate in both cases can
be seen in Figures 5(a) to (e) and 6(a) to (e), respect-
ively. These states behave almost the same as those in
the first set of simulations, except that the angle of
attack oscillates slightly. Figures 5(f) and (g) and
6(f) and (g) show the deflections of the elevator �e
and the fuel equivalence ratio �. They all behave
within their physical bounds in each case, which is
also the same as in the first set of simulations.
However, compared with those in the first set of simu-
lations, the actuators oscillate slightly to handle the
parameter uncertainty. UVð�Þ

TzV, ��ð�Þz2� , and
UQð�Þ

TzQ in Figures 5(h) to (j) and 6(h) to (j) still
converge to zero, which implies the convergence of
the compensated tracking errors. It can be seen that
the proposed control system provides good perform-
ance despite the presence of parameter uncertainty,
which illustrates the robustness of this scheme.

Simulation for comparison

For comparison, a controller designed using the
incorporation of pole placement and feedback

linearization44 is simulated for the same conditions
as in the prior simulations. To guarantee a fair and
meaningful comparison between this method and the
proposed one, the controller parameters in this
method are tuned to obtain a similar tracking per-
formance of the altitude and velocity commands as
the proposed one.42 The results are shown in Figures
7 to 9. Figures 7(a), (c), (e), (g), and (i); 8(a) and (c);
and 9(a) and (c) are the results evaluated on the
nominal model, while the rest are the results evalu-
ated on the model with parameter uncertainty dis-
cussed in the second set of simulations. For the first
kind of reference trajectory, despite a similar track-
ing performance of the altitude and velocity com-
mands, the attitude angles change severely as
shown in Figure 7, which is disadvantageous to
scramjet engines. This problem becomes worse for
the actuators as shown in Figure 8, especially when
there exists parameter uncertainty as shown in
Figure 8(b) and (d), which is energy wasting and
harmful for the structure of the actuators. Figure 9
shows the responses to a 200m/s step-velocity com-
mand and a square wave-altitude command using
this method. The simulations are enforced to stop
within 80 s because the velocity decreases to the
minimum value allowed for a cruise HSV.24 It
cannot deal with this kind of maneuvers using a
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Figure 6. Responses to a 200 m/s step-velocity command and a square wave-altitude command with parameter uncertainty.
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parameter-fixed controller, thus gain scheduling is
needed. Combining the three sets of simulations, it
clearly demonstrates the superiority of the proposed
nonlinear adaptive control system.

Conclusions

A new scheme of nonlinear adaptive control system
based on the I&I method is designed for the longitu-
dinal HSV dynamics with all the aerodynamic
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Figure 7. Responses to a 100 m/s step-velocity command and a 1000 m step-altitude command using the incorporation of pole

placement and feedback linearization.
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pole placement and feedback linearization.
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parameters unknown in this paper. The architecture
of the whole control system is constructed by decom-
posing the longitudinal dynamics into the velocity,
altitude/flight-path angle, and angle of attack/pitch
rate subsystems and using a constrained backstepping
procedure. An I&I based controller, which is capable
of achieving expected performance in spite of param-
eter uncertainties, is designed for each subsystem.
This method provides a non-certainty-equivalent con-
trol system consisting of a control module and a sep-
arately designed parameter estimator. Command
filters are used to prevent the state and actuator con-
straints from corrupting the parameter update laws.
Simultaneously, globally asymptotic stability of the
whole closed-loop system is derived by Lyapunov
functions. It must be emphasized that the control
scheme proposed here is much easier to tune than
the one from Lyapunov-based methods, since one
can assign appointed stable dynamics to the param-
eter estimate errors.

Representative simulations are performed. The
results show great effectiveness of the proposed non-
linear adaptive control system, under the condition
where all the aerodynamic coefficients are treated as
unknown parameters. It should be noted that the pro-
posed approach can also handle other uncertainties.
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Appendix 1

Notation

�c mean aerodynamic chord (m)
Ci aerodynamic coefficients
D drag (N)
h altitude (m)
hc altitude reference trajectory (m)
Iyy moment of inertia (kg m2)
ki controller gains
L lift (N)
m vehicle mass (kg)

M pitching moment (N m)
q dynamic pressure (kg/(m s2))
Q pitch rate (rad/s)
Qc actual command trajectory for pitch

rate (rad/s)
Qcd nominal command trajectory for pitch

rate (rad/s)
r radial distance from Earth’s center (m)
riV, ri� , riQ parameters of update law
RE radius of the Earth (m)
S reference area (m2)
T thrust (N)
V velocity (m/s)
Vc velocity reference trajectory (m/s)
zi parameter errors

� angle of attack (rad)
�c actual command trajectory for angle of

attack (rad)
�cd nominal command trajectory for angle

of attack (rad)

iV,
i� ,
iQ nonlinear functions used in parameter

estimators
� flight-path angle (rad)
�c actual command trajectory for flight-

path angle (rad)
�cd nominal command trajectory for flight-

path angle (rad)
�e elevator deflection (rad)
�e c actual command for elevator deflection

(rad)
�e cd nominal command for elevator deflec-

tion (rad)
	i unknown parameters
	̂i partial estimates of the unknown

parameters
� gravitational constant
~	 tracking error, for example, ~h ¼ h� hc
� fuel equivalence ratio
�c actual command for fuel equivalence

ratio
�cd nominal command for fuel equivalence

ratio
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