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MULTI-GRANULARITY PARALLEL FFT 
COMPUTATION DEVICE 

TECHNICAL FIELD 

[0001] The present application relates to parallel storage, 
read/Write and computation of Fast Fourier Transform (FFT) 
data in Integrated Circuit (IC) designs. 

BACKGROUND 

[0002] Signal processing systems are typically required to 
convert signals betWeen time and frequency domains. The 
Fast Fourier Transform (FFT) algorithm enables such signal 
conversion betWeen time and frequency domains. Compared 
With other transform algorithms, FFT has advantages of uni 
form structure and less computation, and thus has been 
Widely used in signal processing systems. 
[0003] FFT takes N points of data as input and outputs N 
points of data. In general, a transform from time to frequency 
domain is called forWard transform, While a transform from 
frequency to time domain is called inverse transform. There 
are many approaches for implementing FFT, and they are all 
evolved from the Cooley-Tukey algorithm. The radix-2 
Cooley-Tukey algorithm has log2 N computation stages for N 
data points. Each computation stage takes N data points and 
outputs N data points. The output from the previous stage is 
sorted in certain manner and used as input to the next stage. 
The input to the ?rst stage is original data, and the output from 
the last stage is the result of FFT computation. FIG. 1 shoWs 
a computation ?oW including three computation stages 103 
(S0, S1, S2) by assuming that the length of the data points is 
8 

[0004] Each computation stage 103 is formed by N/2 but 
ter?ies (102), of Which the computation ?oW is shoWn in FIG. 
2. Each butter?y takes tWo data points A and B and a tWiddle 
factor W as input, and obtains tWo results A+BW and A-BW. 
In the computation of each butter?y, the indices of the input 
dataA and B has a correspondence Which is determined by the 
computation stage of the butter?y, and the index of the input 
data A or B. Meanwhile, the value of the tWiddle factor W is 
determined by the computation stage 103 of the current but 
ter?y, the index of the input data A or B, and the FFT data 
length. For example, in the computation stage S0 of FIG. 1, 
the ?rst data and the Zeroth data form a butter?y, the Zeroth 
data is the input A to the butter?y, and the ?rst data is the input 
B to the butter?y. The value of W is 1. In the computation 
stage S1, the ?rst data and the third data form a butter?y, the 
?rst data is the input A of the butter?y, the third data is the 
input B of the butter?y, and the value of W is l. 
[0005] The computation stages are data-dependent, and the 
next stage can only start its computation until the computation 
of the previous stage is completed. Accordingly, after com 
pleting the computation, each stage stores the results in a 
memory, and the next stage reads from the memory the com 
putation results of the previous stage as input. The butter?ies 
in a computation stage are independent of each other, and the 
order of the butter?y’s computation does not affect the 
results. HoWever, the data A, B and the tWiddle factor W read 
out by each butter?y must satisfy certain internal correspon 
dence. 
[0006] In parallel FFT computation, a computation module 
reads data and respective tWiddle factors for multiple butter 
?ies from a multi-granularity parallel memory, performs a 
plurality of multi-stage butter?y computations in parallel, and 

Mar. 27, 2014 

then Writes computation results in parallel into the memory 
for use in the next stage, as shoWn in FIG. 3. 

[0007] In FIG. 3, assuming that the data length is 64, and 
parallel granularity is 4, that is, the multi-granularity parallel 
memory 300 support accessing 4 pieces of data each time. 
MeanWhile, 4 data-dependent butter?ies 303 in tWo adjacent 
stages form a butter?y group 302, and the butter?y groups in 
the tWo adjacent stages form a computation node 301. In the 
butter?y group 302, the input A, B and W to each butter?y 
must satisfy the internal correspondence. Therefore, in the 
parallel FFT computation, consideration must be made as to 
the distribution of data and tWiddle factors in the memory, and 
read/Write (R/W) addresses and R/W schemes for each but 
ter?y group 302, in order to guarantee that the butter?y com 
putation module can alWays read desired data and tWiddle 
factors in parallel. 
[0008] Most patent documents relating to parallel FFT 
algorithms focus on hoW to decompose a long sequence of 
FFT data into a plurality of short sequences of FFT data, use 
a plurality of processors to compute the respective short 
sequences of FFT data in parallel, and then interleave the 
short sequences of FFT results to obtain a ?nal long sequence 
of FFT result. 

[0009] An example is US. Pat. No. 6,792,441B2 (“Parallel 
MultiProcessing For Fast Fourier Transform With Pipeline 
Architecture”). Such algorithms do not consider possible 
con?ict When the plurality of processors access the memory 
at the same time, or hoW the processors interleave the short 
sequences of FFT results. In to practical applications, the 
con?ict in memory access and synchronization and commu 
nication e?iciency among the processors Will greatly affect 
FFT computation e?iciency. 
[0010] The US. Pat. No. 6,304,887Bl (“FFT-Based Paral 
lel System For Array Processing With LoW Latency”) dis 
cusses parallel read/Write of data in FFT. According to the 
patent document, the FFT data are stored in a plurality of 
memories, and sorted by using multiple data buffers and 
multiple selectors, in order to guarantee that for each R/W 
operation, data are distributed in a different memory. In this 
Way, it is possible to achieve parallel read/Write of data. In the 
patent document, dedicated memories, data buffers and selec 
tors are required, and calculation of R/W addresses is com 
plex. Thus, it is dif?cult to implement parallel FFT computa 
tion With different data lengths and R/W granularities. 

SUMMARY 

Technical Problem to be Solved 

[0011] The present disclosure is made to support FFT com 
putation With different data lengths and R/W granularities, 
and improve e?iciency of FFT computation devices. 

Technical Solution 

[0012] The present disclosure provides a multi-granularity 
parallel FFT computation device comprising a ?rst memory, 
a second memory, a third memory, a butter?y computation 
device, a state control unit, a data reversing netWork and a ?rst 
selector. The ?rst and second memories are con?gured to 
store butter?y group data. The third memory is con?gured to 
store tWiddle factors corresponding to the butter?y group 
data. The butter?y computation device has input terminals 
connected to output terminals of the third memory and the 
?rst selector, and is con?gured to perform computation of a 
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butter?y group based on the butter?y group data outputted 
from the ?rst selector and the corresponding twiddle factors 
outputted from the third memory, and write a computation 
result back to the ?rst or second memory. The state control 
unit is con?gured to generate read/write (R/W) addresses and 
R/W control signals for the ?rst, second and third memories 
based on current computation node and stage. The data 
reversing network is con?gured to reversely arrange data 
within a butter?y group. The ?rst selector is con?gured to 
receive initial input data and bit-reversed data from the data 
reversing network at two input terminals, respectively, and 
select the bit-reversed data if the current computation node is 
computation node 0, otherwise select the initial data. 

[0013] Each of the ?rst, second and third memories is a 
multi-granularity parallel memory, and connected to the state 
control unit so as to be accessed under control of the state 
control unit. 

[0014] The state control unit is con?gured to generate the 
read/write (R/W) addresses and the R/W control signals for 
the ?rst, second and third memories based on current com 
putation node and stage. 

[0015] The state control unit comprises ?rst, second and 
third calculators con?gured to calculate a current computa 
tion node number s, a current logic Bank number i and a 
current memory row number j, respectively. 

[0016] The state control unit further comprises ?rst, second 
and third address generation units con?gured to generate a 
twiddle factor read address, a data write address and a data 
read address, respectively. 
[0017] The ?rst address generation unit is con?gured to 
generate the twiddle factor read address based on the current 
computation node number s, the current logic Bank number i 
and the current memory row number j generated respectively 
by the ?rst, second and third calculators, and output the 
address to the third memory. 

[0018] The second address generation unit is con?gured to 
generate the data write address based on the current logic 
Bank number i and the current memory row number j gener 
ated respectively by the second and third calculators, and 
output the address to an address distributor. 

[0019] The state control unit further comprises a second 
selector and an address distributor. 

[0020] The third address generation unit is con?gured to 
generate the data read address based on the current logic Bank 
number i and the current memory row number j generated 
respectively by the second and third calculators, and output 
the address to an address reversing logic and the second 
selector. 

[0021] The second selector is con?gured to receive at its 
input terminals an initial read address and a bit-reversed read 
address, and select one of the addresses based on the current 
computation node number s to be outputted to the address 
distributor. 

[0022] If the current computation node number is 0, the 
second selector selects the bit-reversed read address, other 
wise, the second selector selects the initial read address. 

[0023] The address distributor is con?gured to determine 
whether to output the read address to the ?rst or second 
memory and whether to output the write address to the ?rst or 
second memory, based on the current computation node num 
ber s. 
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Technical Effects 

[0024] The multi-granularity parallel FFT computation 
device of the present disclosure supports data input and out 
put in a natural order, and multi-stage computation with one 
read/write operation, and thus can signi?cantly reduce the 
frequency of memory access and chip power consumption. 
The present disclosure can also specify parallel granularity as 
desired. The present disclosure can read butter?y group data 
and corresponding twiddle factors in parallel from the multi 
granularity parallel memories with a speci?c R/W granular 
ity. No memory con?ict will occur in the read operation, and 
no additional process is required for sorting the read/written 
data. Meanwhile, it is possible to implement the bit-reversing 
operation at the same of the read operation. Thus, the initial 
data can be stored in the memories in a natural order. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0025] FIG. 1 is a ?owchart of a radix-2 FFT algorithm with 
temporal decimation when the data length is 8; 
[0026] FIG. 2 is a schematic diagram of a basic butter?y; 
[0027] FIG. 3 is a schematic diagram showing a butter?y, a 
butter?y group, a computation stage and a computation node 
for butter?y computation; 
[0028] FIG. 4 is a schematic block diagram of a multi 
granularity parallel FFT computation device according to an 
embodiment of the present disclosure; 
[0029] FIG. 5 is a schematic diagram showing a logic struc 
ture of a multi-granularity parallel memory according to the 
present disclosure; 
[0030] FIG. 6 is a schematic diagram showing addressing 
schemes and logic Bank divisions with different R/W granu 
larities in a multi-granularity parallel memory according to 
the present disclosure; 
[0031] FIG. 7 is a schematic block diagram of a multi 
granularity parallel FFT butter?y computation device accord 
ing to the present disclosure. 

DETAILED DESCRIPTION OF THE 
EMBODIMENTS 

[0032] In the following, the present disclosure will be fur 
ther explained with reference to the ?gures and speci?c 
embodiments so that the objects, solutions and advantages of 
the present disclosure become more apparent. 
[0033] For a clear description, the overall structure of the 
multi-granularity parallel FFT computation device according 
to the present disclosure will be ?rst illustrated, and then 
components of the device will be explained. 
[0034] Multi-Granularity Parallel FFT Computation 
Device 
[0035] FIG. 4 is a schematic block diagram of a multi 
granularity parallel FFT computation device according to an 
embodiment of the present disclosure. The device includes 
three multi-granularity parallel memories, a butter?y compu 
tation device 404, a state control unit 405, a data reversing 
network 406 and a ?rst selector 407. Here, the three multi 
granularity parallel memories are referred to as a ?rst memory 
401, a second memory 402, and a third memory 403. 
[0036] The ?rst and second memories 401, 402 are con?g 
ured to store butter?y group data. The third memory 403 is 
con?gured to store twiddle factors corresponding to the but 
ter?y group data. Each of the ?rst, second and third memories 
401-403 is connected to the state control unit 405 so as to be 
accessed under control of the state control unit 405. 
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[0037] The data reversing network 406 can arrange a natu 
ral order of data in a bit-reversed manner. The data reversing 
network 406 is con?gured to reversely arrange data Within a 
butter?y group. When the multi-granularity parallel FFT 
computation device has a parallel granularity of 2”, the data 
reversing netWork 406 has a number 2” of input data on its 
read data line 420, and also a number 2” of output data at its 
output terminal. Let a vector of input data is X With an index 
i (0si<n), and X[i] denotes the ith input data; a vector of 
output data is Y With an index j (0sj<n), andY[j] denotes the 
jth output data; and br(i) represents a mirror bit reversal of i. 
Correspondence betWeen X and Y in the data reversing net 
Work 406 is: 

[0038] The ?rst selector 407 is con?gured to receive initial 
input data and bit-reversed data from the data reversing net 
Work 406 at tWo input terminals, respectively, and select the 
bit-reversed data if the current computation node is compu 
tation node 0, otherWise select the initial data. 

[0039] The butter?y computation device 404 is a multi 
granularity parallel FFT butter?y computation device. The 
butter?y computation device 404 has input terminals con 
nected to output terminals of the third memory 403 and the 
?rst selector 407, and is con?gured to perform computation of 
a butter?y group based on the butter?y group data 422 out 
putted from the ?rst selector 407 and the corresponding 
tWiddle factors 423 outputted from the third memory 403, and 
Write a computation result back to the ?rst or second memory 
401, 402. Speci?cally, if data is read from the ?rst memory 
401 for computation, the result Will be Written into the second 
memory 402. If data is read from the second memory 402 for 
computation, the result Will be Written into the ?rst memory 
401. 

[0040] The state control unit 405 is con?gured to generate 
R/W addresses and R/W control signals for the ?rst, second 
and third memories 401-403 based on current computation 
node and stage. Speci?cally, the output of the state control 
unit includes an R/W address for the ?rst memory 401, an 
R/W address 425 for the second memory 402, an R/W address 
429 for the third memory 403, an R/W granularity for the ?rst 
memory 401, an R/W granularity 424 for the second memory 
402, and an R/W granularity 428 for the third memory 403. 

[0041] The state control unit 405 includes three calculators 
408-410 con?gured to calculate a current computation node 
number s, a current logic Bank number i and a current 
memory roW number j, respectively. Here, the three calcula 
tors are referred to as ?rst, second and third calculators 408, 
409, 410. 
[0042] The state control unit 405 further includes three 
address generation units, an address reversing logic 414, a 
second selector 415 and an address distributor 416. The three 
address generation units are con?gured to generate a tWiddle 
factor read address, a data Write address and a data read 
address, respectively. Here, the three address generation units 
are referred to as ?rst, second and third address generation 
units 411, 412, 413. 
[0043] The ?rst address generation unit 411 is con?gured to 
generate the tWiddle factor read address 429 based on the 
current computation node number s, the current logic Bank 
number i and the current memory roW number j generated 
respectively by the ?rst, second and third calculators 408 
410, and output the address to the third memory 403. 
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[0044] The second address generation unit, 412 is con?g 
ured to generate the data Write address 430 based on the 
current logic Bank number i and the current memory roW 
number j generated respectively by the second and third cal 
culators 409, 410, and output the address to the address dis 
tributor 416. 

[0045] The third address generation unit 413 is con?gured 
to generate the data read address 430 based on the current 
logic Bank number i and the current memory roW number j 
generated respectively by the second and third calculators 
409, 410, and output the address to the address reversing logic 
414 and the second selector 415. 

[0046] The address reversing logic 414 is con?gured to 
receive an input from the third address generation unit 413, 
and perform mirror bit-reversal on the input read address. 

[0047] The second selector 415 is con?gured to receive at 
its input terminals an initial read address 433 and a bit-re 
versed read address, and select one of the addresses based on 
the current computation node number s to be outputted to the 
address distributor 416. More particular, if the current com 
putation node number is 0, the second selector 415 selects the 
bit-reversed read address, otherWise, the second selector 415 
selects the initial read address. The second selector 415 out 
puts the selected read address 431 to the address distributor 
416. 

[0048] The address distributor 416 is con?gured to deter 
mine Whether to output the read address 431 to the ?rst or 
second memory 401, 402 and Whether to output the Write 
address 430 to the ?rst or second memory 401, 402, based on 
the current computation node number s. Assume that the 
initial data in a natural order is stored in the ?rst memory 401. 
If the current computation node number s is even, the address 
distributor 416 outputs the read address 431 to the second 
memory 402, and the Write address 430 to the ?rst memory 
401; and if the current computation node number s is odd, the 
address distributor 416 outputs the read address 431 to the 
?rst memory 401, and the Write address 430 to the second 
memory 402. 

[0049] 
[0050] The ?rst memory 401, the second memory 402, and 
the third memory 403 are each a multi-granularity parallel 
memory as described above. Hereafter, the multi-granularity 
parallel memory according to the present disclosure Will be 
speci?cally described With reference to FIGS. 5 and 6. 

[0051] To facilitate description of the present disclosure, 
the bit Width of each type of data is measured by using a 
memory unit as reference. The memory unit is de?ned as the 
addressing unit of the memory, that is, the minimal data bit 
Width by Which a R/W operation can be performed in the 
memory. In the description, phrases including “bit Width of 
W” should be construed as bits of W memory units. If the 
memory unit is of an 8 bit byte, the actual bit Width of the 
memory having a 4-bit-Width R/W port is 4><8I32 bits. Fur 
ther, all objects are numbered from 0 in a left-to-right manner. 
The term “granularity” represents the number of memory 
units having consecutive addresses. Hereafter, symbols are 
de?ned as folloWs: 

[0052] W: the bit Width of the memory R/W port; it must 
be a poWer of2 (i.e., W is the nth poWer of2, and n is a 
natural number); 

[0053] K: K:log2 W, and K+l represents a kind of R/W 
granularity supported by the memory; 

Multi-Granularity Parallel Memory 



US 2014/0089369 A1 

[0054] k: a parameter of memory R/W granularity; it is a 
natural number, and OsksK; an actual R/W granularity 
is denoted as g:2k; 

[0055] g: g:2k, denoting the memory R/W granularity, 
l sgsW; 

[0056] N: the siZe of a memory block. 
[0057] Although it is assumed in the ?gures of the present 
disclosure that W:4, the present disclosure is also applicable 
when W is some other power of 2. 
[0058] As shown in FIG. 5, the multi-granularity parallel 
memory includes W memory blocks 505, and a data gating 
network 502. Each of the memory blocks 505 is a 2-dimen 
sion (2D) array consisting of memory units 503, and each row 
504 of the 2D array must include W memory units 503. For 
each memory block, one row 504 can be read/written at a 
time. 
[0059] The data gating network 502 selects logically, from 
the W memory blocks 505, W memory units 503 as R/W 
targets according to the R/W address and the R/W granularity. 
[0060] The memory of the present disclosure supports mul 
tiple R/W granularities. With different R/W granularities, the 
start address of each memory block 505 changes. The param 
eter k denotes different R/W granularities, and the actual R/W 
granularity is g:2k. 
[0061] FIG. 6 shows the addressing con?gurations of each 
memory block 605 of the memory in different R/W granu 
larities when W:4. For the R/W granularity g, every g adja 
cent memory blocks 605 are concatenated into a logic Bank 
606. All the logic Banks 606 have the same start address. The 
start addresses of the memory blocks in each logic Bank 606 
are consecutive. The addressing range of each logic Bank 606 
is 0~gN-l, and the addressing range of the entire memory is 
0~gN-l. 
[0062] In a read operation, the memory transmits a R/W 
address and a R/W granularity to each logic Bank 606. Each 
logic Bank 606 reads and transfers g memory units to the 
memory R/W port 501 via the data gating network 502. Data 
read from W/ g logic Banks 606 are concatenated from left to 
right into output data of a bit width W. 
[0063] In a write operation, the memory divides data trans 
ferred from the memory R/W port 501 into g portions, each 
portion of data having a bit width of W/g. The memory 
transmits the ith portion of data to the ith logic Bank 606 
(0si<g), and at the same time transmits a R/W address and a 
R/W granularity to each logic Bank 606. Each logic Bank 606 
writes g memory units. 
[0064] Butter?y Computation Device 
[0065] The butter?y computation device 404 included in 
the multi-granularity parallel FFT computation device is a 
multi-granularity parallel FFT butter?y computation device 
as described above. Hereafter, the butter?y computation 
device will be speci?cally described with reference to FIG. 7. 
[0066] Parallel granularity 2L (L is a positive integer): par 
allel granularity refers to the number of data which can be 
read in parallel from a buffer and used independently in 
butter?y computation, L is parallel granularity factor. 
[0067] Start computation stage Rq in a butter?y group: it 
denotes a computation stage from which computation in a 
current butter?y group starts. When N-point FFT is a bal 
anced group, i.e., NILk, k is a positive integer, there are L 
stages of butter?ies in each butter?y group, and Rq is always 
set to 0. When N-point FFT is an unbalanced group, i.e., 
N#Lk, the butter?y group in the last computation node does 
not need L stages of butter?ies, and Rq is set to l~(L-l) 
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according to the value of N. That is, computation starts from 
the Rqth butter?y stage, and it indicates that the computation 
of the current FFT butter?y group requires L-Rq stages of 
butter?y computation. 
[0068] The results of a basic FFT butter?y computation are 
referred to as A:B*W, where A and B indicate ?rst and 
second data for the FFT butter?y computation, respectively, 
and W indicates the twiddle factor. 
[0069] As shown in FIG. 7, the butter?y computation 
device according to the present disclosure includes a data 
input buffer 701, a twiddle factor buffer 703, a data rearrange 
ment buffer 704, a counter 705, four data gating modules 702, 
four butter?y computation modules 706, a writeback control 
module 707, and a data output buffer 710. Each of the data 
gating modules 702 and a corresponding one of the butter?y 
computation modules 706 are combined for processing one 
group of the input data. 
[0070] The data input buffer 701 is con?gured to buffer data 
for starting the computation of a butter?y group. 
[0071] The twiddle factor buffer 703 is con?gured to buffer 
twiddle factors for the butter?y computation stages in the 
butter?y group. 
[0072] The counter 705 is con?gured to identify the num 
ber of stages of butter?y computation. The counter is a count 
down counter having an initial value L-Rq. The value of the 
counter is decremented by 1 when one of the butter?y com 
putation stages is completed. 
[0073] The data gating modules 702 are con?gured to 
select whether data are to be read from the data input buffer 
701 or the data rearrangement buffer 704 based on the value 
of the counter 705. That is, a gating signal for the data gating 
modules 702 is derived from the counter 705. If the value of 
the counter 705 is L-Rq, the data gating modules 702 select 
to transfer 8-point data from the data input buffer 601 into the 
butter?y computation module 706. Otherwise, 8-point data is 
read from the data rearrangement buffer 704. Each data gating 
module 702 takes 2 points of data as input. 
[0074] Each of the butter?y computation modules 706 is 
con?gured to perform butter?y computation on the input 
data. Each butter?y computation module further includes a 
data decomposing unit 708 and a butter?y computation unit 
709. 
[0075] The data decomposing unit 708 is con?gured to 
decompose data for butter?y computation into a real part and 
an imaginary part. 
[0076] The butter?y computation unit 709 is con?gured to 
perform multi-stage butter?y computation on the decom 
posed data. The twiddle factors required for the butter?y 
computation is obtained from the twiddle factor buffer 703. 
The results of each stage of butter?y computation are written 
into the data rearrangement buffer 704. 
[0077] The data rearrangement buffer 704 is con?gured to 
buffer the results of the current stage of butter?y computation, 
and rearrange the results in an order suitable for reading into 
next stage of butter?y computation. 
[0078] The writeback control module 707 is con?gured to 
control whether to write the data in the data rearrangement 
buffer 704 into the data output buffer 710. The control signal 
is derived from the counter 705. When the value of the counter 
705 is 0, which indicates that the respective stages of parallel 
computation in the current butter?y group have been com 
pleted, the data in the data rearrangement buffer 704 should 
be written into the data output buffer 710, and the results of 
computation in the current butter?y group are outputted. 
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[0079] The foregoing description of the embodiments illus 
trates the objects, solutions and advantages of the present 
disclosure. It Will be appreciated that the foregoing descrip 
tion refers to speci?c embodiments of the present disclosure, 
and should not be construed as limiting the present disclosure. 
Any changes, substitutions, modi?cations and the like Within 
the spirit and principle of the present disclosure shall fall into 
the scope of the present disclosure. 

1. A multi-granularity parallel FFT computation device 
comprising: 

a ?rst memory and a second memory con?gured to store 
butter?y group data; 

a third memory con?gured to store tWiddle factors corre 
sponding to the butter?y group data; 

a ?rst selector; 
a butter?y computation device has input terminals con 

nected to output terminals of the third memory and the 
?rst selector, and is con?gured to perform computation 
of a butter?y group based on the butter?y group data 
outputted from the ?rst selector and the corresponding 
tWiddle factors outputted from the third memory, and 
Write a computation result back to the ?rst or second 
memory; 

a state control unit con?gured to generate read/Write (R/W) 
addresses and R/W control signals for the ?rst, second 
and third memories based on current computation node 
and stage; 

a data reversing netWork con?gured to reversely arrange 
data Within a butter?y group; 

the ?rst selector is con?gured to receive initial input data 
and bit-reversed data from the data reversing netWork at 
tWo input terminals, respectively, and select the bit-re 
versed data if the current computation node is computa 
tion node 0, otherWise select the initial data. 

2. The multi-granularity parallel FFT computation device 
of claim 1, Wherein each of the ?rst, second and third memo 
ries is a multi-granularity parallel memory, and connected to 
the state control unit so as to be accessed under control of the 
state control unit. 

3. The multi-granularity parallel FFT computation device 
of claim 2, Wherein the state control unit is further con?gured 
to generate the read/Write (R/W) addresses and the R/W con 
trol signals for the ?rst, second and third memories based on 
current computation node and stage. 

4. The multi-granularity parallel FFT computation device 
of claim 3, Wherein the state control unit comprises ?rst, 
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second and third calculators con?gured to calculate a current 
computation node number s, a current logic Bank number i 
and a current memory roW number j, respectively. 

5. The multi-granularity parallel FFT computation device 
of claim 4, Wherein the state control unit further comprises 
?rst, second and third address generation units con?gured to 
generate a tWiddle factor read address, a data Write address 
and a data read address, respectively. 

6. The multi-granularity parallel FFT computation device 
of claim 5, Wherein the ?rst address generation unit is further 
con?gured to generate the tWiddle factor read address based 
on the current computation node number s, the current logic 
Bank number i and the current memory roW number j gener 
ated respectively by the ?rst, second and third calculators, and 
output the address to the third memory. 

7. The multi-granularity parallel FFT computation device 
of claim 5, Wherein the second address generation unit is 
further con?gured to generate the data Write address based on 
the current logic Bank number i and the current memory roW 
number j generated respectively by the second and third cal 
culators, and output the address to an address distributor. 

8. The multi-granularity parallel FFT computation device 
of claim 5, Wherein the state control unit further comprises a 
second selector and an address distributor; 

the third address generation unit is con?gured to generate 
the data read address based on the current logic Bank 
number i and the current memory roW number j gener 
ated respectively by the second and third calculators, 
and output the address to an address reversing logic and 
the second selector; and 

the second selector is con?gured to receive at its input 
terminals an initial read address and a bit-reversed read 
address, and select one of the addresses based on the 
current computation node number s to be outputted to 
the address distributor. 

9. The multi-granularity parallel FFT computation device 
of claim 8, Wherein if the current computation node number is 
0, the second selector selects the bit-reversed read address, 
otherWise, the second selector selects the initial read address. 

10. The multi-granularity parallel FFT computation device 
of claim 9, Wherein the address distributor is con?gured to 
determine Whether to output the read address to the ?rst or 
second memory and Whether to output the Write address to the 
?rst or second memory, based on the current computation 
node number s. 


