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Abstract

In this paper, we propose a new region-based salien-
cy model to simulate the human visual attention. First,
we construct a pixel-level fully-connected graph repre-
sentation for an image, and perform normalized cut to
segment the image based on the proximity and similari-
ty principles. After obtaining image regions, we recon-
struct a region-based fully-connected graph. Based on
the saliency principle “center-surround contrast”, we
define new dissimilarity functions in terms of several vi-
sual features. Finally we run a random walk on the re-
gion graph and apply site entropy rate to measure the
region saliency. We evaluate the proposed model on a
public dataset consisting of 120 images. Experimental
results demonstrate that our model predicts eye fixation-
s more accurately than the other four state-of-the-art
methods. We also apply our saliency model to improve
the performance of image retargeting.

1. Introduction

Although human beings have limited computing and
storage capacities, we can easily process visual infor-
mation from the outside world. As we know, human
visual attention plays an important role in this process,
which is able to select the most valuable visual informa-
tion from a large amount of the sensory data to interpret
complex scenes real time. So it is very necessary to
propose the computational models of visual attention,
which has a range of potential applications, e.g. object
recognition [9] and image retargeting [2].

Recently, various computational models based on vi-
sual saliency have been proposed to simulate human vi-
sual attention. From the perspective of saliency process-
ing units, these models can be classified into two major
categories. (1) The first category computes the salien-
cy value for each pixel in an image. Through modeling
the center-surround mechanism of primary visual cor-
tex, Itti and Koch [7] propose a saliency model based
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on center-surround differencing. Considering that hu-
man visual system tends to focus on the most infor-
mative points in an image, Bruce et al. [3] utilize the
self-information of visual features to measure saliency,
and Wang et al. [11] use the random walk on a fully-
connected graph to simulate the information transmis-
sion among the interconnected neurons, and propose
the Site Entropy Rate (SER) of each graph node as the
saliency measure. Based on the frequency analysis, Hou
et al. [6] extract the spectral residual of an image in the
spectral domain and compute the saliency map in the
spatial domain. (2) The second category computes vi-
sual saliency for each region in an image. Cheng et al.
[4] compute local region contrast to measure regional
saliency. Achanta et al. [1] propose a frequency tuned
approach to compute saliency. Zhai et al. [12] use color
histograms to compute image region saliency.

In this paper, we explore the relationship between
normalized cut [10] and site entropy rate [11], and pro-
pose a new region-based saliency model which mea-
sures regional saliency by the extended site entropy rate.
First, we define a similarity function and a dissimilarity
function for every two pixels in an image. The simi-
larity function is used in normalized cut to segment the
image based on the proximity and similarity principles
in Gestalt law, and the dissimilarity function is exploit-
ed to compute the transition probability between every
two regions. Then, we apply the random walk on the
obtained image regions to simulate the signal transition
among neurons. Finally, in accordance with Wang et al.
[11], we use the site entropy rate to measure the saliency
for image regions. The main contribution of this paper
is that we principally extend site entropy rate to the im-
age region saliency measure, and the resulting regional
saliency model obtains the state-of-the-art performance.

2. The Regional Saliency Model

A probabilistic interpretation of normalized cut as
a random walk has been revealed by Maila et al. [8]
which considers feature similarities as edge flows in the



Figure 1: The proposed framework

random walk. The ratio term in normalized cut pro-
vides a natural definition for the transition probability
from one region to another. In our model, image re-
gions from the results of normalized cut are taken as
nodes based on which we construct a fully-connected
graph. As we know, image segmentation aims to group
similar elements based on visual proximity and simi-
larity principles while visual saliency aims to highlight
some elements based on feature contrast. So we define
a similarity function for pairwise pixels in normalized
cut and defines a dissimilarity function for pairwise re-
gions in extended site entropy rate. Fig. 1 illustrates
the process of computing the saliency map of an image.
First, we construct a fully-connected graph representa-
tion for the input image, and compute the intensity and
contour affinity of pairwise pixels. Normalized cut is
performed to obtain an image segmentation result. Then
we build the region-based fully-connected graphs with
image segments using several visual features, such as
hue (H), saturation (S), value (V), intensity and contour
(IC). As like Wang et al. [11], we run random walks on
the region graphs to simulate the information transmis-
sion among neurons. The dissimilarity of two regions is
the sum of the feature dissimilarities of all the pairwise
pixels in these two regions. After computing the tran-
sition probability of every two regions, we use the site
entropy rate to measure the saliency of each region.

2.1. Acquiring image regions

In our model, we first construct a pixel-based fully-
connected graph representation for an image and then
use normalized cut [10] to obtain image regions. The
key of normalized cut is to define the similarity function
for pairwise pixels as the edge weights of the graph. We
use two widely used grouping features: intensity and
contour, to compute the similarity W (i, ) [5]:

W (i, ) = VWr(i, j) x We(i, ) + aWe (i, 5) (1)
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where W (4, j) and W (4, j) are respectively the inten-
sity affinity and the contour affinity of pixel ¢ and 7,
and « is the relative weight of these two features. See
[5] for more details. After computing the similarity of
pairwise pixels, normalized cut is performed to obtain
image regions.

2.2. Measuring region saliency

Based on the segmentation results of normalized cut,
we construct the region-based fully-connected graph-
s in terms of several visual features, and compute the
dissimilarity of pairwise regions as the edge weights of
these graphs. Similar to Wang et al. [11], we measure
the region saliency by site entropy rate.

2.2.1. Constructing region graphs. For four image
features that we consider, namely intensity and contour
(IC), hue (H), saturation (S), and value (V), we first de-
fine the dissimilarity of pairwise pixels, and then sum
up the dissimilarities of all the pairwise pixels between
two regions as the dissimilarity of these two regions.

For intensity and contour (IC), we compute the dis-
similarity D;.(4,7) of pixel ¢ and j by subtracting the
corresponding similarity W (4, j) which is the normal-
ization form of W (4, j):

As to the other three features, we compute the dis-
similarity in the same way. For simplicity, we only in-
troduce the process of computing the hue dissimilarity
here. The dissimilarity between pixel ¢ and j is defined
from two aspects: the feature dissimilarity denoted by
¢4; and the spatial distance denoted by d;;:

Dp(i,j) = ¢ijdij 3)
where ¢;; and d;; are defined as |k, — h;| and

2
ezp{f%} respectively, h;, h; and [; ,l; are re-
spectively the hue values and locations of pixel ¢ and 7,
and ) is a tuning parameter.



For different features, after obtaining the dissimilar-
ity of pairwise pixels, we can compute the dissimilarity
of region r; and r; denoted by e, .-, as:

Crir; = Z Z D(mvn)

meET; nET;

“

where D(m, n) is the dissimilarity between pixel m and
n. Regarding the image regions as graph nodes and the
corresponding dissimilarities as edge weights, we build
the region-based fully-connected graphs.

2.2.2. Extending site entropy rate to region salien-
cy measure . For each feature, we simulate the in-
formation transition between regions as a random walk
and define the transition probability of the random walk
from region ; to region r; as:

Crir;

vol(r;)

where vol(r;) = > mer; 2. nerD(m,n), and R is the
whole image.

The stationary probability 7, of the random walk
can be computed as 7, = vol(r;)/vol(R). Similar to
Wang et al. [11], we compute site entropy rate (SER) to
measure the saliency of region r; as.

Pri,rj = (5)

SER’I‘,L =Ty, Z _PTi,Tj 1Og Pri,'r‘j (6)
T

According to the Feature-Integrated Theory [2], the
final saliency map is the sum of all the SER maps cor-
responding to the used four features.

4
S, =Y SER}, (7)
k=1

3. Experimental Results

In order to evaluate the performance of our mod-
el, we predict eye fixations on a public image dataset
and compare our model with four state-of-the-art mod-
els qualitatively and quantitatively. We also apply our
saliency model to improve the performance of image
retargeting.

3.1. Experiments of predicting eye fixations

Our method is an extension of [11], which achieves
the similar saliency detection performance to [11]. Here
we compare our model with four state-of-the-art meth-
ods ([4], [6], [12], [1]) on a dataset provided by Bruce
et al. This dataset contains 120 color images and their
corresponding eye fixations. Due to space limitation,
we just show the results of 5 example images in Fig. 2.
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Figure 2: Results for a qualitative comparison be-
tween our model and other four approaches.

We can see that our saliency maps are much more simi-
lar to human eye fixations maps than those of the other
methods.

To test our model quantitatively, we also classify the
saliency maps with varying thresholds to fixations and
non-fixations and compute the Hit Rate (HR) and the
False Positive Rate (FPR). The average ROC curves of
these compared methods on the used dataset are plotted
in Fig. 3 and the corresponding ROC areas are listed in
Table 1. The bigger the ROC area, the better the model.
From the comparison results, we can again see that our
model performs much better.

Table 1: The ROC area comparison

Methods  ROC areas
FT [1] 0.5186
LC [12] 0.5391
SR [6] 0.6193
RC [4] 0.7017

Our model 0.7585

3.2. Application of image retargeting

Seam carving [2], as a popular image retargeting
method, needs an energy map to measure the impor-
tance of image pixels, and then removes the relative low



Figure 3: The ROC curves of our model and oth-
er four state-of-the-art approaches on the image
dataset in [3].

energy pixels for reducing the image size. Image gradi-
ents are often used as an energy function to guide image
retargeting, but this does not always work well when
the objects of interest have a smooth visual appearance.
The second table in Fig. 4 shows the retargeting re-
sults only using gradient maps. In this table, The first
row shows the gradient maps, the second row shows the
process of seam carving and the third row shows the re-
duced images. We see that the objects appear to have
varying degrees of distortion.

Using saliency map individually to guide image re-
targeting does not work well naturally, because pixels
of non-salient regions share the same low energy val-
ues, and thus the entire regions will be removed when
reducing the image size, which makes the image lose
too many details. In this paper, we use the weighted
sum of the saliency map and the gradient map as one
energy map to improve image retargeting. The first row
in the third table in Fig. 4 shows the combining energy
maps. We can see that the retargeting results with the
new energy maps in the third row preserve the objects
of interest well, which shows that our model which cor-
rectly highlights the objects of interest in the saliency
map plays an important role in this application.

4. Conclusions

This paper has proposed a new region-based compu-
tational model for visual saliency by extending original
pixel-level saliency measure (i.e., site entropy rate) to
image regions. Experiments have demonstrated that the
proposed model achieves better fixation prediction ac-
curacy than several state-of-the-art methods.
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Figure 4: Results of using different energy maps
to guide seam carving.
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