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ABSTRACT. People tend to pay attention to the top few items given by recommendation
system, and it is crucial to ensure the precision and personalization at the top of rec-
ommendation list. In this paper, we propose a ranking-oriented Collaborative Filtering
(CF) algorithm LOTMAP, which aims to optimize the top-N recommendation by directly
maximizing Mean Average Precision (MAP). As the relevance between users and items
are not clarified in rating datasets, we also introduce a new method that judges the rel-
evance through the explicit rating scores. Experiments on real world datasets show that
our algorithm is effective, and outperforms the state-of-the-art CF baselines.
Keywords: Top-N recommendation, Collaborative filtering, Optimize, Matrix factor-
ization, Mean average precision

1. Introduction. Recently, the information on the internet begin to explode, and it is
a tough work for people to find what he/she really wants. Personalized recommendation
systems aim to provide useful information according to the interests of the target users,
facilitate our web life, and have been intensely studied by both academies and industries
1, 2].

Collaborative Filtering (CF) is one of the core methods in the construction of recom-
mendation system [3, 4], and it is often adopted in two application areas [5, 6]. In one
case, target user is provided with one item in one recommendation, then we measure the
error between predicted rating of the item and its hold-out truth. The evaluation metrics
for this scenario used to be Root Mean Square Error (RMSE) and Mean Absolute Error
(MAE) [7, 8]. The other case is ranking-oriented CF, it gives the top-N recommendation
by generating an ordered list to the target user. The main metrics to for this case are
MAP, Precision/Recall, and Mean Reciprocal Rank (MRR). As users tend to pay atten-
tion to some top items given by the recommenders [9, 10], it is more reasonable to tackle
top-N recommendation.

The relationships between users and items are mainly showed in two scenarios. First,
the relationship is binary (0-1); 1 means that the user is relevant with the item, 0 means
that the user is irrelevant with the item, and a typical example of this scenario is the
friendship in social network. Second, the user shows his/her preference on the items by
explicitly rating on them. The rating scores are according to the preference which the
user presents on the items, in other words, items may get higher scores if the user is more
fond of them. However, the relevance between users and items are not defined in this case,
in order to calculate MAP metric in this scenario, we need to clarify whether the item in
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the recommendation list is relevant with the user or not. In this paper, we propose a new
method to judge the relevance between users and items through explicit rating scores.

All the recommendation methodologies may start from a user-item matrix [11], which
records either the ratings of items given by the users, or the binary relationships between
users and items. However, the user-item matrix is often extremely sparse, for a user can
only rate on a small percentage of items among all the possible candidates. In order
to find meaningful information in such sparse data, some latent factor models based on
Matrix Factorization (MF) are shown to be particular effective [10,12-14]. [10,14] try to
use MF to minimize RMSE between the predicted ratings and the groundtruths, but we
are different from them for LOTMAP is a ranking-oriented CF which aims to optimize
MAP metric. [15, 16] are also ranking-oriented CF based on MF, however, [15] can only
provide few relevant items because of the “less-is-more” limitation brought by MRR. [16]
has been recently proved to be an effective ranking-oriented CF, but it can only tackle
binary relationships.

In this paper, we propose an effective ranking-oriented CF algorithm for top-N rec-
ommendation by directly maximizing the MAP metric, and we implement MF to deal
with the sparsity in user-item matrix, additionally, in order to extend the MAP matric to
rating datasets, we also introduce a new method to clarify relevance between users and
items through their rating scores.

The paper is organized as follows. In Section 2, we present details of LOTMAP algo-
rithm. The experimental evaluation will be reported in Section 3 to show the effectiveness,
outperformance of LOTMAP. Finally, conclusions and future work are followed in Section
4.

2. The Details of LOTMAP. In this section, we present the details of LOTMAP.
Firstly, we introduce MAP into the algorithm, then we optimize the MAP function to give
the objective function of LOTMAP, finally, we derive a learning algorithm to construct
our recommendation model.

2.1. The use of MAP in LOTMAP. MAP is a well known metric to evaluate the
performance of top-N recommendation, and it has been shown of good discrimination
and stability compare to some other evaluation measures [17]. Given a recommendation
list to target user 7 in a descending order according to the items’ predicted scores, the
MAP of the list can be calculated as

1 1
MAP = Vi ZZ:; - ]Z:;precision(&j) (1)

where M is the number of the users, m; denotes the number of relevant items for user 7 in
the list, IV is the number of all target items, and precision(R;;) denotes the precision of
top-7 items in the recommendation list if the j-th item is relevant with user i, otherwise
precision(R;;) = 0.

LOTMAP aims to generate a recommendation list for each user by maximizing the
MAP metric, and the core methodology of LOTMAP is based on MF. Inspired by [7],
we use p;; = uiva to fit the observed groundtruth r;;, where p;; denotes the predicted
rating score of item j given by user ¢, and r;; is the hold-on groundtruth, u; and v; are
vectors which only associate with user ¢ and item j respectively. In order to count m;
and precision(R;;), we define y;; = 1 if user 7 is relevant with item j, otherwise y;; = 0.
Additionally, we also define an auxiliary variable p; as

(2)

L rank;, < rank;;
Pki 0, otherwise
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where rank;; denotes the rank of item j in the recommendation list given by user 7. Then,
we can calculate the precision in top-j items as:

precision(R,.) = m?ﬁ]k Zyzkpk] (3)

N
Substituting m; = > y;; and Equation (3) into Equation (1), we can obtain:
j=1

~
=1 j=1 Z yirank;; #=1

2.2. Optimizing the function of MAP. In order to maximize the MAP function of
Equation (4), we need to solve the next two problems: (a) How to define the relevance
between users and items? (b) How to smooth discrete indexes in Equation (4) and make
it available for some optimization methods like gradient descent?

2.2.1. Judging the relevance. As introduced in Section 1, we can easily find the relevance
between users and items in binary dataset, but the relevance is not clarified in rating
datasets. In such datasets, item trends to get a higher score if the user is more interested
in it, so it is reasonable to infer that the user is relevant with the item which he/she rates
high. We can take the judgement as a classification problem that classifies the rating data
into relevance or irrelevance.

In this paper, we construct the classifier based on logistic function: if f(r;;) > T, user
1 is relevant with item j, otherwise they are irrelevant, where T is the threshold to judge
relevance, f(.) is logistic function: f(x) = He%gx, 6 is the parameter to control the slope
of logistic function. As different users may have different rating habits — some users trend
to give high scores, and some always give low scores, we alleviate the bias caused by users’
habits, and derive the final judgement as follows:

17 f(rlj r_l) Z T
Yij = { 0 f(rU Z) <T (5)

where, T; denotes the average scores given by user i.

2.2.2. Smoothing the discrete index. Now we look back to Equation (4), px; and rank;;
are discrete indexes both related with the items’ rank in the recommendation list. Based
on the work of learning to rank [18], approximately, we can use logistic function to smooth
pr; and rank;;:

prj = f(rie —7ij) (6)
1 _
ranky ~ f(rij —Ti) (7)

Substituting Equation (6), Equation (7) into Equation (4), we can get a smoothed
function of MAP:

L X, f(?” —Ti
MAP = 1.5 > tulu—o Zyzkf(rzk rij) (8)

i= .7:1 Z Yij k=1

—_
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2.3. Generating objective function and the learning algorithm of LOTMARP.

2.3.1. Generating objective function. We have got the smooth version of MAP in the
last section. Our goal is to find an optimum predicting model U = [ug,us, ..., up],
V = [v1,v9,...,vx] to maximize Equation (8). By adding the regularization term to
avoid overfitting, we obtain the objective function of LOTMAP:

z]f(u1U
LU, V)= maXZ Z ! Zyzkf(u of —ul) = (U2 +[VI]?) (9)
UV i31j=1 Z:y” k=1

where we substitute the score r;; by w;v] , ||U|| and ||V]|| denote the Frobenius norm of U
and V', and A is the regularization coefficient. Since the number of user M is a constant,
we can omit it during the process of maximizing the objective function.

2.3.2. The learning algorithm of LOTMAP. We use gradient descent to maximize the
objective function; for each user i, the partial derivative of Equation (9) with respect to
u; and v; are computed as follows:

ll [ - )f(ulvk VJT>VJ'
1 k=1
ng Yig ~ (10)
A
+ f( )f (ulVE uiVjT)(Vk—Vj) — 5ui
M w N
8v Z %” : Zy,k[ wivp — u] ) f(uv] — 1)
J i=
1 Z y” k=1 (11)
7=1

— P ) (Fud )~ el ~ )] = B,

Using the partial derivatives list above, U, V' can be learned by solving Equation (9)
using gradient descend algorithm. The learning algorithm of LOTMAP is presented in
Algorithm 1.

Given the learned U and V', we can predict the rating score between user ¢ and item j by
Dij = uiva, and then generate the top-N recommendation lists according to the predicted
scores.

3. Experiments. In this section, we set up a series of experiments to evaluate our al-
gorithm. First, we introduce the datasets briefly. Second, we present the experiment
protocol and evaluation metrics. Finally, we show the comparison between LOTMAP
and alternatvie baselines on benchmark datasets.

3.1. Datasets. The datasets for our experiment are Movielens [19], Yahoo Music [20]
and Epinions [21]. They are all popular datasets for recommendation system. The first
two are rating datesets. Movielens contains 10 000 054 ratings (scale 1-5) which applied
to 10 681 movies by 71 567 users at the online movie recommender service Movielens.
Yahoo Music contains 11 557 943 ratings of 98 211 artists by 1 948 882 anonymous users,
the ratings are scale from 1 to 100. Epinions is a binary datasets which contains trust
relationships between 49 288 users. Statistics on the three datasets are summarized in
Table 1.
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Algorithm 1 Learning Algorithm of LOTMAP
Input: The user-item matrix for training R, slope parameter 6, the relevance threshold
T, regularization coefficient A\, the number of iterate Numliter
Output: The predicting latent factors U, V
% Using logistic function to project R into pR
Set pR as all zero matrix with the same dimension of R;
for All the nonzero entries 7;; in R do
prij = f(ry —Ti);
end for
Initialize U, VO with random values, set ¢t = 0;
while t < Numl/ter do
for:=1,2,3,...,M do
Find the relevant items of user i according to pR through Equation (5);
Count % in the positions of relevant items based on Equation (10);
end for
% Update U
11: - U = gl 4 0%
122 forj=1,2,3,...,N do

H
=

13: Find the relevant users of item j according to pR through Equation (5);
14: Count g—ULj in the positions of relevant users based on Equation (11);
15:  end for
% Updata V
16: VD = VO 4 500
17: t=t+1;

18: end while
19: U=UY vV =v®

TABLE 1. Statistics of the data sets

Dataset Movielens Yahoo Music Epinions
Num. non-zeros 10 000 054 11 557 943 346 035
Num. users 71 567 1 948 882 4718
Num. items 10 681 98 211 49 288
Sparseness 98.69% 99.99% 99.85%

3.2. Experiment protocol and evaluation metric. We use both rating and binary
datasets to evaluate the performance of LOTMAP. In binary dataset, we directly get the
relevance between users and items from the user-item matrix, while in rating datasets, we
use Equation (5) to judge the relevance. In each dataset, we randomly select 10% data
to carry out validation experiments, and tune the following parameters to yield the best
performance in the validation test. We set slope coefficient § = 3, relevance threshold
T = 0.9 in Equation (5), and set the latent dimension of user and item vector d = 10.
regularization parameter A = 0.001 in Equation (9), the learning rate ~y is set to 0.0001
in Algorithm 1.

Three metrics are used in our experiments. Besides MAP, we also measure other
two metrics: P@b, F-measure. PQ5 = % is the precision of the top 5 items in
the recommendation list, where rel_5 refers the number of relevant items in top 5 re-
trieval. F-measure is a metric which considers both precision and recall in the retrieval,
Fg = %, where P and R denote the precision and the recall in top-N retrieval. [ is
a coefficient to balance the weight between precision and recall, and we set § = 1 in this

paper.
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3.3. Experimental procedure. In this part, we focus on the following research ques-
tions: (a) Is the learning algorithm convergent and can it obtain the maximum MAP
during the learning process? (b) Does our algorithm outperform other alternative state-
of-the-art CF approaches in top-N recommendation?

3.3.1. The convergence of the learning algorithm. A successful learning algorithm must be
convergent, and can get the best result in finite time, so we conduct an experiment to test
the effectiveness of the learning algorithm. We implement LOTMAP on Movielens and
Yahoo Music dataset and plot the variation of MAP metric during iterations. As presented
in Figure 1, the MAP in both datasets gradually increases with iterations at the beginning
and trends to convergence at last, then we confirm that LOTMAP is an effective top-N
recommendation approach which can get the maximum of MAP during the iterations. As
we can see in Figure 1, the algorithm becomes convergence after approximate 20 iterations,
so we set, the iteration number Numlter = 20 in the follow experiments.
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FIGURE 1. The convergence of learning algorithm for LOTMAP

3.3.2. Performance comparison. We have proved that the learning algorithm is conver-
gence during the iterations; in this section, we wonder if LOTMAP outperforms the
state-of-the-art recommenders. We compare LOTMAP with the next three baselines:
PopRec, Basic-MF [22], Item-based CF [23].

e PopRec: A naive non-personalized baseline recommends items based on their popu-
larity. This approach provides the same items to all users. In this paper, we define
the popularity of an item by counting how many users have rated on the item. In
this paper, PopRec returns 5 most popular items to all users.

e Basic-MF: A basic matrix factorization for recommendation system by Koren et al.,
this approach aims to produce recommendations by minimizing RMSE metric.

e Item-based CF: A neighborhood-based method, it provides items to the users by
analyzing the similarity among items. Here the similarity metric between the items
is adjusted cosine similarity.

The performance of LOTMAP and the baselines on Movielens and Yahoo Music are
summarized in Table 2. The comparison on Movielens is listed in the first place, and the
number in parentheses is the results on Yahoo Music. The comparison on Epinions is
presented in Table 3. The best results are shown in bold. We have not computed MAP
metric in PopRec, for it is unreasonable to compare MAP when PopRec provides users
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TABLE 2. Performance comparison on Movielens and Yahoo Music dataset

Method MAP PQ@jb F
PopRec (=) 0.21204(0.24804) 0.1155(0.0834)
Basic-MF 0.33262(0.60519) 0.21568(0.49572) 0.26630(0.49348)
Item-based CF | 0.35110(0.59886) 0.23340(0.52336) 0.35350(0.48731)
LOTMAP | 0.47339(0.60815) | 0.33968(0.52888) | 0.39178(0.49199)

TABLE 3. Performance comparison on Epinions dataset

Method MAP P@j Fy
PopRec —(—) | 0.23547 | 0.15830
Basic-MF 0.33816 | 0.27931 | 0.36514
Item-based CF | 0.56372 | 0.36429 | 0.47258
LOTMAP 0.58137 | 0.39206 | 0.52697

with only 5 popular items while LOTMAP generates an ordered recommendation list to
the users.

3.4. Discussions. We can find two main observations in Table 2 and Table 3. First,
LOTMAP preforms better than all the baselines on PQ5 and F; metric besides MAP. It
means that by maximizing MAP, LOTMAP gets corresponding elevation in precision and
recalls metrics for top-N recommendation. Second, nearly all the three methods perform
better on the Yahoo Music dataset than on Movielens dataset under the same condition.
We own this to the difference of rating scale between these two datasets. Movielens
scores scales from 1 to 5, while Yahoo Music scales from 1 to 100, obviously, and Yahoo
Music can describe the interests of users more explicitly than Movielens do, so the CF
algorithms work better on Yahoo Music dataset. However, there also exit two exceptions,
one is that the F7 metric of PopRec on Yahoo Music is smaller than on Movielens, the
other is LOTMAP convergence is faster on Movielens than on Yahoo Music as presented
in Figure 1. The reason for this exceptions may lie in Yahoo Music dataset which is more
sparse than Movielens dataset.

4. Conclusions. In this paper, we propose an effective CF approach LOTMAP for top-N
recommendation based on MF, and we optimize the recommender by directly maximizing
the MAP metric. To extend LOTMAP to explicit rating datasets, we give a new method
to judge the relevance between users and items through rating scores. Experiments on real
world datasets show that LOTMAP is effective and outperforms the alternative baselines.
By the way, we also find that the rating scale of datasets may affect the performance of CF
algorithms. Future work will be done to make the better use of the context information
to construct a better recommender.
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