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Abstract

Using hashing algorithms to learn binary codes representation of data for fast approximate nearest neighbor (ANN) search has attracted more and more attention. Most existing hashing methods employ various hash functions to encode data. The resulting binary codes can be obtained by concatenating bits produced by those hash functions. These methods usually have two main steps: projection and thresholding. One problem with these methods is that every dimension of the projected data is regarded as of same importance and encoded by one bit, which may result in ineffective codes. In this paper, we introduce an adaptive bit allocation hashing (ABAH) method to encode data for ANN search. The basic idea is, according to the dispersions of all the dimensions after projection we use different numbers of bits to encode them. In our method, more bits will be adaptively allocated to encode dimensions with larger dispersion while fewer bits for dimensions with smaller dispersion. This novel bit allocation scheme makes our hashing method effectively preserve the neighborhood structure in the original data space. Extensive experiments show that the proposed ABAH significantly outperforms other state-of-the-art methods for ANN search task.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Nearest neighbor (NN) search has been widely used in computer vision applications, like multimedia retrieval, classification, annotation and other related application areas. The basic task of NN search is to find the samples that are most similar to a given query within a large database. Exhaustively comparing the query with each sample in the database is infeasible because the linear complexity is not scalable in practical situations such as large scale content-based image retrieval (CBIR). How to perform a fast NN search at large scale datasets has become an urgent research issue.

Traditional linear search for NN requires scanning all the data vectors, especially when the vectors are high-dimensional, like the 128-dimensional SIFT descriptor [1]. Another problem of NN search in large scale datasets is the excessive, unacceptable storage consumption if traditional data formats are used.

In many applications like image retrieval, however, it is sufficient to return approximate nearest neighbor (ANN). The key idea of ANN is to find the NN with high probability instead of probability one. Several ANN search techniques have been developed including tree-based methods and hashing-based methods. Since the tree-based methods [2] have turned out to be not more efficient than exhaustive search for high dimensions, hashing-based ANN techniques [3–10] which aim to embed the data into Hamming space have attracted more and more attention. Specifically speaking, each vector is encoded as a binary code in the Hamming space and for preserving the neighborhood structure in the original data space, similar points in the original data space should be mapped to similar points in the Hamming space. Searching for similar neighbors is accomplished simply by finding the vectors that have codes within a small Hamming distance of the query’s code. One of the advantages of the hashing methods is that the Hamming distance between two codes can be efficiently computed by the XOR operator followed by bit-count. Moreover, the storage will be largely reduced for storing the binary codes.

To generate a c-bit binary code, the hashing methods usually need c hash functions, and each hash function produces one bit of the binary code in two steps, projection and thresholding. The resulting binary code can be got by concatenating bits produced by those hash functions. More specifically,

\[
H_i(x) = \begin{cases} 
1 & u_i(x) > t_i \\
0 & \text{otherwise} 
\end{cases}
\]  

(1)
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H_i(x) is the i-th hash function, \( w_i \) is the i-th projection function corresponding to \( H_i(x) \), \( t_i \) is the corresponding threshold, and \( x \) is the original data. In the projection step, the projection functions are used to compute the projected real value \( u_i(x) \). In the thresholding step, the i-th hash bit of \( x \) will be one if \( u_i(x) > t_i \). Otherwise, it will be zero. Here, the threshold, \( t_i \), is typically set to zero if the data have zero mean. The final binary code is \( (H_1(x), H_2(x), \ldots, H_n(x)) \), if we use \( c \) bits to encode the vectors.

However, the dispersions of all the dimensions after the projection are not identical and using one bit to encode each dimension will lead to insufficiency. For example, principal component analysis (PCA) is a popular projection method to project the original data into several dimensions of real values. And each of these projected dimensions can be quantized into one bit (zero or one) by thresholding, like PCAH [27]. But, the dispersions of different projected dimensions are different after PCA. Using the same number of bits for different projected dimensions is unreasonable because larger-dispersion dimensions will carry more information.

As illustrated in Fig. 1, the projection values of the data on direction \( w_1 \) have a larger dispersion and are dominant for Euclidean distance computation. To tackle the problem of the anisotropy of the projected data, in this paper, an adaptive bit allocation hashing (ABAH) approach is proposed to adaptively allocate different numbers of bits to encode every dimension for the ANN search. In our method, more bits are used to encode dimensions with larger dispersion while fewer bits will be allocated for dimensions with smaller dispersion for preserving the neighborhood structure. The main contributions of this work are outlined as follows:

- We prove that the variance of the p-th dimension is equivalent to \( \mathbb{E}(x_{ip}-x_{jp})^2 \) and a good way to measure dispersion under the assumption that data are independent and identically distributed (i.i.d.), \( x_{ip} \) is the p-th dimension of the i-th data and \( x_{jp} \) is the p-th dimension of the j-th data. Details can be seen in Section 3.1.2.
- A simple, intuitive, but effective and efficient, hashing method which we call adaptive bit allocation hashing (ABAH) is proposed. In this method, more bits are used adaptively to encode such dimensions with larger dispersion while fewer bits are used to encode the dimensions with smaller dispersion.
- Based on the naive ABAH scheme, we propose an improved version of ABAH. Extensive experiments have verified the superiority of our method.

This paper is an extended version of the work initially published in ICME 2013 [37]. Novel contributions over [37] include the improvement of ABAH and the application to image classification.

The rest of the paper is organized as follows. In Section 2, we introduce the related work. We describe our method in detail in Section 3. An improved version of our naive method is proposed in Section 4. Experimental results are presented in Section 5. The paper is concluded in Section 6.

### 2. Related work

There has been extensive research on approximate nearest neighbor (ANN) search since its great importance in many applications. Some tree-based methods such as modified KD-tree [11], spill tree [12] and vantage-point tree can be used for ANN search in a low-dimensional space. These methods usually partition the data space recursively to implement a similarity search. However, the tree-based methods can degenerate to a linear scan in the worst case where the number of the dimensions can be hundreds or even thousands. Hashing-based techniques are promising ANN search methods in terms of speed or storage and widely used in a large variety of applications.

In recent years, a lot of hashing algorithms have been developed. The pioneering work locality-sensitive hashing (LSH) [4] algorithm typically guarantees the probability for any two samples fall into the same bucket. One popular method in LSH is to generate random projections from a particular probabilistic distribution [13]. However, since the random projections are data-independent, LSH may lead to quite inefficient codes in practice. Shift invariant kernel hashing (SIKH) [15] adopts projection functions in a way similar to LSH, but in SIKH, hash values are generated by a shifted cosine function. Restricted Boltzmann Machines (RBMs) [16] use multi-layer network to learn bits. Boosting Similarity Sensitive Coding (BoostSSC) [17] uses AdaBoost to classify a pair of input data as similar or nonsimilar. Spectral hashing (SH) [14], based on spectral graph partitioning, calculates the bits by thresholding a subset of eigenvectors of the Laplacian of the similarity graph and it has demonstrated significant improvements over LSH, RBMs and BoostSSC. As an extension of SH, hypergraph hashing [18] uses hyperplane to model the high-order relationships between social images. Active hashing [19] tries to select the most informative labels to learn hash functions. In order to effectively balance the precision and recall, complementary hashing [20] adopts multiple complementary hash tables which are learnt sequentially in a boosting manner. Semi-supervised hashing (SSH) [21] uses both labeled data and unlabeled data to learn hash functions. SPICA [22] finds independent projections by jointly optimizing both accuracy and time. Binary reconstruction embedding (BRE) [23] minimizes the reconstruction error between the distances in the original feature space and the Hamming distances of the corresponding binary codes to learn the hash functions. Minimal loss hashing (MLH) [24] formulates the hashing problem as a structured prediction problem that is based on the latent structural SVM framework. Self-Taught Hashing (STH) [9] which is an extension of SH, learns the hash functions via SVM for the unseen data points. LDAH [25] adopts Linear Discriminant Analysis (LDA) to learn the projection matrix and chooses the threshold by optimizing a loss function. Iterative quantization (ITQ) [38] introduces a prunestep approach that minimizes quantization loss to learn the projection matrix. In order to compute c-bit hash codes, PCAH [27] projects data to the c principal components, and then uses average values to binarize the coefficients. Most hashing methods regard every dimension of vectors as of same importance and allocate one bit to represent each dimension. Different from this, Anchor Graph Hashing (AGH) [28] uses a two-layer hash function to quantize every dimension. But in AGH, every dimension is still encoded by the same number of bits.

![Fig. 1. Illustration of different dimensions’ effect on Euclidean distance.](image-url)
Most hashing-based methods first project the data and then use one bit to binarize them. However, the dispersions of the dimensions of the data after projection are not identical and using the same number of bits to binarize them is inappropriate. H. Jégou [26] deals with this problem in a simple way. In [26], a random orthogonal matrix which is obtained by QR factorizing a random matrix of Gaussian values is used to project the data to balance the dispersions of different dimensions. A new work isotropic hashing (ISOH) [29] also notices that different dimensions of the data after projection such as principal component analysis (PCA) have different dispersions and it is improper to use the same number of bits for different projected dimensions. In [29], ISOH learns an orthogonal matrix \( Q \) to re-project the PCA-projected data to guarantee the orthogonality of the matrix got by QR factorizing a random matrix.

We use a projection to preprocess the original data to deal with this problem in a simple way. In [26], random threshold assignment is used to project the data to balance the orthogonal matrix which is got by QR factorizing a random matrix.

In this paper, we tackle this problem in a novel perspective. According to the dispersion of each dimension, we adaptively allocate different numbers of bits to encode them. Our method can preserve the neighborhood structure of the original data. The details of our method will be stated in the next section.

A comparison of some methods on projection and thresholding is shown in Table 1.

### 3. Adaptive bit allocation hashing

First of all, let us introduce some notations. We have a training set of \( n \) data \( \{x_1, x_2, \ldots, x_n\} \), \( x_i \in \mathbb{R}^d \), that form the rows of the data matrix \( X \in \mathbb{R}^{n \times d} \). A binary code corresponding to each data point \( x_i \) is defined by \( H_{\text{ABAH}}(x_i) = \{0, 1\}^c \), where \( c \) is the total code length. Since our method adaptively allocates different numbers of bits to encode different dimensions, the subcode of the \( p \)-th dimension is represented by \( s_p \) and the code length of \( s_p \) is \( c_p \).

#### 3.1. ABAH scheme

In this subsection, we introduce the details of our algorithm. Firstly, we use a projection to preprocess the original data to find the principal components. Secondly, in order to determine which dimension is more important after projection, every dimension’s dispersion is calculated. Then according to the dispersion of each dimension, different numbers of bits are allocated to encode the corresponding dimension.

#### 3.1.1. Projection

We adopt PCA to project the original data for two reasons. One is that the dimensions of vectors after PCA projection are irrelevant, and the first dimension is the principal components which can better describe the original data. The other is that the eigenvalues used in PCA algorithm serve as a measurement of dispersion (see Section 3.1.2) and can be easily used to compute every component’s code length (see Section 3.1.3).

It is important to note that all the data discussed below are Gaussian values.

#### 3.1.2. Dispersion measurement

Given \( x_1 = (x_{11}, x_{12}, \ldots, x_{1d}) \) and \( x_p = (x_{p1}, x_{p2}, \ldots, x_{pd}) \), which are two randomly chosen \( d \)-dimensional data, the Euclidean distance between \( x_1 \) and \( x_p \), \( D(x_1, x_p) = \sqrt{\sum_{i=1}^{d} (x_{1i} - x_{pi})^2} \), is mainly determined by those dimensions that have a larger value of \( (x_{pi} - x_{pj})^2 \) for \( 1 \leq p \leq d \). Hence, if the data on some dimensions have a larger \( E((x_{pi} - x_{pj})^2) \), which is related to the dispersion of the \( p \)-th dimension, those dimensions will be more important for computing the Euclidean distance. When embedding the data into Hamming space, in order to maintain the neighborhood structure, important dimensions in the Euclidean space should also be important in the Hamming space. If we use the same numbers of bits to encode every dimension, the information loss of dimensions with larger dispersion will be wiped away. And it will be superfluous for dimensions with less dispersion.

As proved below, the variance of the \( p \)-th dimension is equivalent to \( E((x_{pi} - x_{pj})^2) \) under the assumption that the data are independent and identically distributed (i.i.d.). For the \( p \)-th column of \( X \),

\[
E((x_{pi} - x_{pj})^2) = E(x_{pi}^2 + x_{pj}^2 - 2x_{pi}x_{pj}) = 2E(x_{pi}^2) - 2E(x_{pi}x_{pj})
\]

Assume the training data are i.i.d., and then we have

\[
E((x_{pi} - x_{pj})^2) = 2E(x_{pi}^2) - 2E(x_{pi}x_{pj})
\]

\[
= 2E(x_{pi}^2) - 2E(x_{pi}^2)
\]

\[
= 2\mu_p^2 - 2\mu_p^2
\]

\[
= \frac{\sum_{i=1}^{n} (x_{pi} - \mu_p)^2}{n}
\]

The variance of the \( p \)-th column of \( X \) is

\[
\text{Var}_P(X) = E((x_{pi} - \mu_p)^2)
\]

\[
= E(x_{pi}^2 + \mu_p^2 - 2x_{pi}\mu_p)
\]

\[
= E(x_{pi}^2 + \mu_p^2) - 2\mu_pE(x_{pi})
\]

\[
= E(x_{pi}^2) - \mu_p^2
\]

\[
= \frac{\sum_{i=1}^{n} (x_{pi} - \mu_p)^2}{n}
\]

#### Table 1

<table>
<thead>
<tr>
<th>Methods</th>
<th>Projection</th>
<th>Thresholding</th>
<th>Objective function</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSH [13]</td>
<td>XP</td>
<td>Sign(XP)</td>
<td>( \mathbf{P} ) is a random matrix</td>
</tr>
<tr>
<td>PCAH [27]</td>
<td>XP</td>
<td>Sign(XP + T)</td>
<td>( {\lambda, P} \rightarrow \text{PCA}(X) )</td>
</tr>
<tr>
<td>HE [26]</td>
<td>XP</td>
<td>Sign(XP + T)</td>
<td>( {P, R} \rightarrow \text{QPCA}(X) )</td>
</tr>
<tr>
<td>SIKH [15]</td>
<td>XP</td>
<td>Sign(cos(XP + T))</td>
<td>( \mathbf{P} \sim \mathbf{P}_0 )</td>
</tr>
<tr>
<td>MLH [24]</td>
<td>XP</td>
<td>Sign(XP)</td>
<td>arg min ( l(H(x_k), H(x)), s) )</td>
</tr>
<tr>
<td>IsoH [29]</td>
<td>XP</td>
<td>Sign(XP)</td>
<td>arg min ( \langle T - Z \rangle_s )</td>
</tr>
<tr>
<td>LDAH [25]</td>
<td>XP</td>
<td>Sign(XP + T)</td>
<td>arg min ( \text{tr}(\mathbf{P}_s \mathbf{P}_t^2) - \text{tr}(\mathbf{P}_s^2 \mathbf{P}_t^2) )</td>
</tr>
<tr>
<td>ITQ [38]</td>
<td>XP</td>
<td>Sign(XP)</td>
<td>arg min ( | \mathbf{B} - \mathbf{V} \mathbf{P} |_F )</td>
</tr>
<tr>
<td>STH [9]</td>
<td>XP</td>
<td>Sign(XP)</td>
<td>arg min ( \sum \mathbf{P}_i )</td>
</tr>
<tr>
<td>SPICA [22]</td>
<td>XP</td>
<td>Sign(XP + T)</td>
<td>arg ( \max \sum_{i=1}^{n} | \mathbf{G}(x_i) |^2 )</td>
</tr>
<tr>
<td>BRE [23]</td>
<td>( \sum_{i=1}^{n} (W_{pi}\mathbf{G}(x_i), X) )</td>
<td>( \text{sign}(\sum_{i=1}^{n} (W_{pi}\mathbf{G}(x_i), X)) )</td>
<td>arg min ( \sum (d(x_i, \mathbf{X}) - d(x_i, \mathbf{X}))^2 )</td>
</tr>
</tbody>
</table>

\( X \) is a matrix whose one row is a data (or vector), \( P \) is the projection matrix and \( p_i \) is the \( i \)-th column of \( \mathbf{P} \). \( \mathbf{P} \) can be obtained by solving the objective function. \( T \) is the threshold. The details of different methods can be seen in corresponding references.
From the derivation, we can see that the variance is equivalent to \(E[(X_p - \mu_p)^2]\), \(\mu_p\) is the mean of the \(p\)-th column of \(X\). So we use variance to measure dispersion.

Besides, the variance of each dimension is easy to be obtained since we use PCA projection to project the data, and the eigenvalue associated with a dimension indicates the variance of this dimension. So we use variance to measure dispersion. If one dimension has a larger variance, more bits will be allocated to encode this dimension, otherwise fewer bits will be allocated.

3.1.3. Calculating code lengths

To maintain the neighborhood structure, we use more bits to encode those dimensions that have larger variance. In other words, if the variance of the \(p\)-th column of the PCA projected data is larger, more bits will be adaptively used to encode the \(p\)-th dimension.

Simply and intuitively, given total code length \(c\), the \(p\)-th dimension's code length \(c_p\) will be

\[
c_p = \left\lfloor \frac{c}{\sum_{i=1}^{d-1} r_i} + 0.5 \right\rfloor
\]

\(\lambda_p\) is the variance of the \(p\)-th dimension of the PCA projected data for \(1 \leq p \leq d\) and \([x]\) means floor\((x)\). One problem with Eq. (5) is that if some \(\lambda_p\) are very close to each other and they are not large enough, e.g., \(\lambda_p < 0.5(1/c)\Sigma_{j=1}^{d-1} r_i\), this will result in those \(c_p = 0\) and \(\Sigma_{j=1}^{p-1} c_j 
eq c\). To handle this problem, we use a variant strategy as Eq. (6). If \(c_p = 0\) according to Eq. (6), and \(\Sigma_{j=1}^{p-1} c_j \neq c\), we set \(c_p = 1\). Since PCA will find the principal components with degressive variance, the subcode of the \(p\)-th dimension is longer than that of the \((p+1)\)-th dimension for \(1 \leq p \leq (d-1)\).

\[
c_p = \begin{cases} 
\left\lfloor \frac{c}{(x_{\max} - x_{\min})} + 0.5 \right\rfloor & p = 1 \\
\left\lfloor \left(c - x_{\max} - 1 \cdot c_i \right) \cdot \frac{\lambda_p}{x_{\max} r_i} + 0.5 \right\rfloor & p \geq 2
\end{cases}
\]

3.1.4. Encoding every dimension

If two vectors are close to each other, the Hamming distance between their binary codes should be small. We achieve this goal by making every dimension's subcode close to each other for similar data. Details are illustrated as follows.

For a training vector \(x_i = (x_{i1}, x_{i2}, ..., x_{id})\), \(c_p\) bits are allocated to encode the \(p\)-th dimension. Firstly, we divide the range of the \(p\)-th dimension into \(c_p + 1\) parts by \(c_p\) thresholds. The \(c_p\) thresholds are chosen in a simple way

\[t_p^j = x^p_{\min} + j/(c_p + 1) \cdot (x^p_{\max} - x^p_{\min})\]

where \(t_p^j\) is the \(j\)-th threshold of the \(p\)-th dimension, for \(1 \leq j \leq c_p\) and \(x^p_{\min}\) and \(x^p_{\max}\) indicate the minimum value and maximum value of the \(p\)-th column of the training matrix \(X\). If \(t_p^j \leq x_{ip} < t_p^j\), for \(2 \leq j \leq c_p\), we encode \(x_{ip}\) with subcode \(s_p\) which consists of \((c_p - j + 1)\) zeros followed by \((j - 1)\) ones. If \(x_{ip} > t_p^j\), \(s_p\) will consist of \(c_p\) ones. If \(x_{ip} < t_p^j\), \(s_p\) will consist of \(c_p\) zeros. In this way, the Hamming distance between two subcodes corresponding to two values that are close to each other will be small. And the final binary code \(H_{ABAH}(x_i)\) of \(x_i\) can be obtained by concatenating all the subcodes, i.e., \(H_{ABAH}(x_i) = (s_1, s_2, ..., s_d)\), subject to \(\Sigma_{j=1}^{d} s_j = c\).

We term this simple algorithm ABAH\_UN. ABAH\_UN has one limitation that the thresholds are chosen uniformly from the range of each dimension. This may divide two values close to each other into two different regions. We have experimented with the \(k\)-means method to find every dimension’s ‘thresholds.’ Specifically speaking, for the \(p\)-th dimension we use one-dimensional \(k\)-means algorithm to find \((c_p + 1)\) centroids \(r_j\) \((j = 1, ..., c_p + 1)\) with ascending order. Values belonging to the \(f\)-th cluster will be encoded by subcode \(s_p\) which consists of \((c_p - f + 1)\) zeros followed by \((f - 1)\) ones. The \(k\)-means algorithm can give a better partition and the centroids are better representation of every part than ABAH\_UN. It achieves better results and we name it ABAH\_KM.

3.2. Summary of ABAH procedure

Given a training set \(\{x_i\}\) and a desired code length \(c\), the whole simple learning procedure of ABAH can be summarized as follows:

- Finding the principal components of the original data by PCA.
- Calculating the code length of every dimension in the way described in Section 3.1.3.
- Calculating every dimension’s thresholds in the way described in Section 3.1.4.

For the data (query and database) to be encoded, we use the trained code lengths and the thresholds to encode the data one dimension by one dimension and then concatenate on the subcodes to obtain the final binary code in the way described in Section 3.1.4.

3.3. Discussion

Now let us discuss the time complexity of ABAH. The time complexity of PCA is \(O(nd^2)\) since \(dn\) in the projection phase, and that of code lengths calculating step is \(O(d)\) (see Section 3.1.3). Once we get the code length of every dimension, the subcodes can be calculated and stored in a table before converting data to binary codes. Using thresholds to encode every dimension by subcodes can be achieved very fast by looking up the table. For ABAH\_UN, to find the thresholds, in the worst case, the time consuming is \(O(nc)\). Since our methods can generate codes longer than data dimension, if \(c\) is larger than data dimension \(d\), the time consumption of computing thresholds will be \(O(nd + c)\). For ABAH\_KM, the time complexity of finding the thresholds is \(O(nc)\) where \(t\) is the iterations. But since PCA will find the principal components and more bits will be allocated to those components, in reality, the thresholds computing time is far less than \(O(nc)\) for ABAH\_UN. Hence, the main time complexity of ABAH is from the PCA phase.

4. Improved adaptive bit allocation hashing

The naive ABAH method (both ABAH\_UN and ABAH\_KM) have two problems. One problem with the naive ABAH is that when encoding every dimension, the last dimensions are not used. In other words, these dimensions’ code lengths are zero. That is to say, we use those dimensions to calculate code lengths, but we do not encode those dimensions, which may incur insufficiency. Besides, when using PCA, only selecting projected dimensions with large eigenvalues has been demonstrated to be sufficient.

Algorithm 1. Choosing dimensions

1. Input: a training set \(X\), the bit number \(c\)
2. Output: the number of used dimensions \(p\)
3. Initialize: \(p = d, [X; W] = PCA([X], d)\), a \(d\)-dim array \(a\) whose \(i\)-th element is \(x_i\); \(A_{max}\) is a \(d \times d\) matrix, whose diagonal values are eigenvalues.
4. Repeat
   - Use the first \(p\) elements of \(a\) to calculate code lengths, as stated in Section 3.1.3.
   - Update: set \(p\) as the number of dimensions whose code lengths are not zero. \(p = 1, \text{ s.t. } c_1 > 0, c_{i+1} = 0\).
5. Until convergence.

The naive ABAH method (both ABAH\_UN and ABAH\_KM) have two problems. One problem with the naive ABAH is that when encoding every dimension, the last dimensions are not used. In other words, these dimensions’ code lengths are zero. That is to say, we use those dimensions to calculate code lengths, but we do not encode those dimensions, which may incur insufficiency. Besides, when using PCA, only selecting projected dimensions with large eigenvalues has been demonstrated to be sufficient.

Algorithm 1. Choosing dimensions

1. Input: a training set \(X\), the bit number \(c\)
2. Output: the number of used dimensions \(p\)
3. Initialize: \(p = d, [X; W] = PCA([X], d)\), a \(d\)-dim array \(a\) whose \(i\)-th element is \(x_i\); \(A_{max}\) is a \(d \times d\) matrix, whose diagonal values are eigenvalues.
4. Repeat
   - Use the first \(p\) elements of \(a\) to calculate code lengths, as stated in Section 3.1.3.
   - Update: set \(p\) as the number of dimensions whose code lengths are not zero. \(p = 1, \text{ s.t. } c_1 > 0, c_{i+1} = 0\).
5. Until convergence.
enough to preserve the neighborhood structure of the data. In order to solve this problem, we iteratively discard the dimensions whose code length is zero. Then we use the remaining dimensions to recalculate code lengths. The iteration termination requirement is that the code length of the last dimension of the used dimensions is one (see Algorithm 1). Thus, we can maximally use the dimensions and all the used dimensions can be encoded by at least one bit.

The other problem is that the proposed method in Eq. 6 is not an optimal solution. If the first \( p-1 \) components use less than \( c \) bits, the \( p \)-th component which may not be large enough to use one bit will be assigned one. Besides, if the last few dimensions’ variances are almost equal, which are very common after PCA projection, more bits may be allocated to the dimension with smaller variance (see Fig. 2(a)). For example, assuming there are four bits left (corresponding to \((c-2^{p-1}, c)\) in Eq. (6)), and three dimensions with variance 1.000, 0.840, and 0.830, respectively, to be encoded, according to Eq. 6, the subcode lengths are 1, 2, and 1, which will result in allocating more bits to the dimension with smaller variance.

We use a simple approach to deal with this problem. After calculating the code lengths using Eq. (6), we sort the code lengths with descending order. And then, the sorted code lengths are allocated to corresponding dimensions. This can guarantee that dimensions with bigger variance will not be allocated fewer bits than dimensions with smaller variance.

For these two improvements, we evaluate them separately and find that the second improvement which slightly improves the results is trivial. But the first improvement can largely boost the results. We abbreviate the improved ABAH_KM as ABAH_IM (improved by Algorithm 1 and sorting the code lengths). The subcode lengths’ comparison of ABAH_KM and ABAH_IM can be seen in Fig. 2. Please note that the first 76 dimensions’ subcode lengths of ABAH_KM are got by training all the dimensions of the training data, i.e., 128-dim. But the first 55 dimensions’ subcode lengths of ABAH_IM are obtained only by training the first 55 dimensions of the training data. Besides, though the ninth dimension has a larger dispersion (or variance) than the tenth dimension, the naive ABAH allocates four bits for the ninth dimension, while it allocates

4.1. Connection to source coding

In source coding area, there is an optimal bit allocation for encoding Gaussian distributed data [41] and other distributed data [42,43]. However, our hashing method and source coding have different objectives. In source coding, on one hand, the objective is to minimize the quantization distortion between the original data and the reconstructed data (quantizer outputs) with some constraints (resolution or entropy). On the other hand, in source coding, the binary codes are just used to index the quantizer outputs (codebook) for transmitting through the channel, and the index does not reflect the similarity or dissimilarity of the indexed data (quantizer outputs). In our hashing method, our objective is to convert the original data into binary codes (index) while the index can keep the similarity or dissimilarity of the indexed data. We evaluate the bit allocation scheme in [41] with our hashing method and the results are presented in Section 5.5. Though the bit allocation scheme in our method may not be optimal, the gains made in search performance provide excellent justification for this loss in optimality. We do extensive experiments to compare with the state-of-the-art and the comparison results provide experimental justification of our method.

5. Experiments

5.1. Datasets

For ANN search task, we perform experiments with the following two datasets:

- ANN-GIST-1M [30]: A set of 960 dimensional, one million GIST descriptors.
- ANN-SIFT-1M [30]: A set of 128 dimensional, one million SIFT descriptors.

For ANN-GIST-1M and ANN-SIFT-1M, we randomly choose 1 k vectors as queries, 100 k of the rest as training set, and the remaining as database. The ground truth is defined by the 1000 nearest neighbors computed by the exhaustive, linear scan based on the Euclidean distance. The retrieved points are computed by ranking their Hamming distance to the query. The performance is measured by mean average precision (mAP) and recall, which are defined as follows:

\[
\text{Recall} = \frac{\text{the number of retrieved relevant points}}{\text{the number of all relevant points}} \quad (8)
\]

\[
\text{Precision} = \frac{\text{the number of retrieved relevant points}}{\text{the number of all retrieved points}} \quad (9)
\]

\[
\text{mAP} = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \frac{1}{m} \sum_{j=1}^{m} \text{Precision}(R_q) \quad (10)
\]

where \( Q \) is a query set, \(|Q|\) is the cardinality of \( Q \), \( m \) is the number of points relevant to \( q_i \), \( (q_i \in Q) \). \( R_q \) is the set of the first \( j \) retrieval results. \( \text{Precision}(R_q) \) means the proportion of the retrieved relevant points in \( R_q \).

Fig. 2. Subcode lengths of ABAH_KM and ABAH_IM on ANN-SIFT-1M while the total bit number \( c=256 \). (a) subcode lengths of ABAH_KM and (b) subcode lengths of ABAH_IM.
Finally, we employ our methods for practical application for image retrieval on the image set MIRFLICKR-1M [31] and UKB [32] and image classification on CIFAR-10 [33].

- MIRFLICKR-1M: An image set, with various kinds of contents, containing one million images downloaded from the Flickr website. And the sizes of images in this set are not identical.
- UKB: The University of Kentucky Benchmark (UKB) contains 10,200 images of 2550 objects, 4 pictures correspond to each object, taken from different angles. The size of all the images is 640 × 480.
- CIFAR-10: As a subset of the well-known 80 M tiny image collection [34], CIFAR-10 consists of 60,000 32 × 32 color images which are manually labeled as ten classes (airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck) with 6000 samples for each class.

We represent each image in all image sets with a 512-dimensional GIST descriptor [35]. For MIRFLICKR-1M, the image set is randomly divided into three parts: learning (100 K), database (899 K), and query (1 K). The ground truth is defined by exact NN search and we also use mAP and recall to measure the performance. For image set UKB, each image is used in turn as query to search through the 10,200 images. The accuracy is measured in terms of the number of relevant images retrieved in the top 4, i.e., 4 × precision@4. For learning purpose on UKB, we use an independent image set (the MIRFLICKR-1M training set) to learn the parameters (code lengths and thresholds of each dimension). As for CIFAR-10, we use the default training set consisting of 50,000 images and test set with 10,000 images. The performance is measured by classification precision (precision, for simplicity). One important thing we should know is that the retrieval and classification results not only depend on the hashing method, but are also affected by the image representation to a great extent. We evaluate ABAH on these datasets just for comparing with other hashing methods.

For all the experiments, we use a machine consisting of i7-2600 CPU and 16 GB main memory. Note that we implement linear scan in the query phase where we compute the Hamming distance between the query’s code and all the codes in the database. For fast approximate NN search in Hamming space, we can use a simple approach to achieve sub-linear search by using the hash-table method in [4]. Also, we can use the delicate inverted file method described in [39] to achieve sub-linear search. However, since the Hamming distance computation is extremely fast (see Table 5), we still employ linear scan in the experiments.

5.2. Compared methods

- LSH: LSH employs simple random projections [13].
- SH: Spectral Hashing [14].
- PCAH: PCAH [27] uses the average value of each dimension to binarize this dimension with one bit after PCA projection.
- HE: Use a random orthogonal matrix to project the data [28].
- IsoH: Use a learned orthogonal matrix to project the PCA-projected data to guarantee the same variance of every dimension [29].
- ITQ: Adopt a projection matrix to minimize quantization loss [38].
- ABAH_UN: The thresholds in this method are obtained uniformly.
- ABAH_KM: An improved version of our ABAH with the thresholds obtained by k-means algorithm as stated in Section 3.1.4.
- ABAH_IM: The improved ABAH_KM as stated in Section 4.

5.3. Results

Fig. 3 shows the mAP of returning the first 1000 nearest neighbors of all the tested methods on ANN-GIST-1M and ANN-SIFT-1M. Since SH, PCAH, HE, IsoH, and ITQ cannot generate codes longer than data dimension while ABAH can, we do not plot the results when codes are longer than 128 bits for SH, PCAH, HE, IsoH, ITQ on dataset ANN-SIFT-1M in Fig. 3(b). ABAH_IM performs better most of the time across the tested bit lengths ranging from 64 to 512 bits on both dataset especially when longer bits are used. Similar to that reported in [36], PCAH performs worse when using more bits to encode the data on ANN-GIST-1M. ITQ performs well when fewer bits are used to encode the data on ANN-GIST-1M. However, it achieves poor results on ANN-SIFT-1M. The random orthogonal projection method, HE, achieves good results, even better than the isotropic-guaranteed method IsoH, but not better than our ABAH_IM approach.

As we can see, ABAH_KM achieves constantly better results than ABAH_UN on the two datasets from 16 bits to 512 bits, especially when using more bits to encode the data. This is because the cluster centers got by k-means algorithm are better representations of the data and can give a better partition.

![Fig. 3. Comparison of ABAH to state-of-the-art methods in terms of 1000-NN mAP: (a) experiment on ANN-GIST-1M dataset and (b) experiment on ANN-SIFT-1M dataset.](image-url)
However, since the bit allocation algorithm in ABAH_KM is not optimal, it performs worse than ABAH_IM.

One phenomenon worthy of our attention is that a 16-bit code cannot represent one vector uniquely because 16-bit codes at most have 65,536 different representations, while we have far more vectors in the dataset which has 899 K vectors. Our ABAH methods also get significantly better results in this case on ANN-GIST-1M.

In Fig. 4, experimental results on dataset ANN-GIST-1M and ANN-SIFT-1M in terms of Recall@1000 are presented. By the same token as Fig. 3(b), we do not plot the results of 256-bit and 512-bit for SH, PCAH, HE, IsoH, and ITQ in Fig. 4(b). Both 1000-NN mAP and Recall@1000 on the two dataset almost have the same trend. We can see that our ABAH_IM method achieves the best results on ANN-GIST-1M. As shown in Fig. 4, with longer codes for ABAH, better results are obtained. One can strike a balance between accuracy and efficiency by choosing appropriate number of bits.

For image retrieval, we test our methods on image set MIRFLICKR-1M and UKB. The experiment results on MIRFLICKR-1M are presented in Fig. 5. The ABAH_IM hashing method performs well, especially when the bits are longer. ITQ achieves almost the same results as ABAH_IM with shorter codes. PCAH performs worst, because the hash hyperplanes of PCAH cannot capture the neighborhood structure information. Different from PCAH, IsoH that guarantees dimensions have isotropic variance performs better than PCAH when bits are longer than 64 bits. Since LSH adopts random hash functions which are independent of the training data, its result is also inferior. SH that relies upon its uniform data assumption also gets poor performance.

Image retrieval results on UKB can be seen in Fig. 6. Our ABAH_KM hashing approach outperforms other compared methods from 32 bits to 512 bits. PCAH achieves surprisingly good results with shorter codes in this image set. However, our ABAH_IM method does not achieve the best result. There are two reasons. One is that the ABAH_IM hashing method can better capture the neighborhood structure in terms of Euclidean distance, but the ground truth of UKB image set are semantic labels. The results indicate that data close to each other in Euclidean space may not be semantically related. The other is that the i.i.d. assumption may not hold on this dataset. NN Baseline is computed by the exhaustive, linear scan based on the Euclidean distance.

Finally, we test our methods for image classification task on image set CIFAR-10. The images are represented by 512-dim GIST descriptors. We use the default training set of 50,000 images to train the parameters of SH, PCAH, HE, IsoH, and ITQ. Actually, ABAH_IM is a simplified non-probabilistic version of ABAH_GMM. However, due to higher complexity of ABAH_GMM, we still use ABAH_IM to compare with other hashing methods. Given a test sample, we efficiently return the first K nearest neighbors in Hamming space. Then we apply a K-nn classifier to classify the test sample. The experiment results are presented in Tables 2–4 for K = 1, 10, and 20, respectively, in terms of classification precision. We also expand the experiment for K varying from 1 to 65 with 512 bits encoding the image descriptors (see Fig. 7). We can find that our ABAH methods are comparable, if not superior, to the state-of-the-art methods, such as ITQ. NN baseline is also computed by exhaustive search.

5.4. Runtime comparison

Table 5 gives the time comparisons between exact NN search and ABAH_IM. The results are obtained with our unoptimized C++ code. We use one query to linear scan the dataset whose size is 899,000 to find the nearest neighbor. For ABAH_IM, the time includes converting data to binary codes and exhaustive search in Hamming space.

5.5. Additional analysis

For comparison, we also use the following two methods to obtain the thresholds of each dimension. One is ABAH_SAX where we use the method described in [40] to model the data with single Gaussian distribution to get the thresholds that keep a constant mass in each cell. The other is ABAH_GMM. Based on the probability density function (pdf) of each dimension, in ABAH_GMM, we use Gaussian mixture model (GMM) to learn the centroids of each dimension.

Tables 6 and 7 show the experiment results on ANN-SIFT-1M for ABAH_IM, ABAH_SAX and ABAH_GMM. Note that these three methods are also improved by Algorithm 1 and sorting the code lengths as described in Section 4. ABAH_IM constantly achieves the best results. ABAH_SAX gets poor results. The possible reason is that each dimension of the data is not single Gaussian distribution, and using Gaussian lookup table to get the thresholds that keep a constant mass in each cell may not appropriately partition the data. ABAH_GMM where we model the data of each dimension with one-dimensional GMM achieves almost the same results as ABAH_IM. Actually, ABAH_IM is a simplified non-probabilistic version of ABAH_GMM. However, due to higher complexity of ABAH_GMM, we still use ABAH_IM to compare with other hashing methods. Besides, we also compare ABAH_IM and ABAH_GMM on ANN-GIST-1M dataset. Because of the relation between k-means and GMM, they still achieve almost the same results. Due to limited space, we do not present the results.

To evaluate the bit allocation scheme in [41] with our hashing method, we use the bit allocation scheme in [41] to allocate bits to
each dimension of the data and adopt k-means (SC_IM) and GMM (SC_GMM), respectively, to learn the centroids of each dimension. In SC_IM and SC_GMM, we use the one-dim encoding scheme of our method to encode each dimension. The results are presented in Tables 8 and 9. Since the bit allocation scheme of our method is based on the consideration discussed in Section 3.1.2 while the bit allocation scheme in [41] is based on the objective in source coding, our method achieves better results than the source coding-based methods at all tested bit lengths.

We also evaluate ABAH_IM on the raw data and random projected data. For the raw and random data, we compute the variance of each dimension and rank the dimensions by their variance with descending order. Then we allocate bits to each dimension with the same scheme of ABAH_IM. The results are presented in Tables 10 and 11. Our ABAH_IM method achieves the best results. The reason is that we cannot find the principle component of the data on both the raw data and random projected data as illustrated in Fig. 1. And it is hard to determine which dimension is important for computing Euclidean distance and also for computing Hamming distance. According to Eq. (6), many dimensions’ code length is zero, which can be seen as dimension selection. As to PCA, we select some principal components. However, as to raw data and random projected data, the dimensions we select are not principal components which may be discarded.

5.6. Discussion

Different dimensions of the projected data have different variances and it is inappropriate to use the same number of bits for each dimension.
for different projected dimensions like PCAH. As far as we know, there are two methods to deal with this problem. One is adaptive bit allocation scheme like our ABAH methods. We use more bits to encode the dimensions with larger variance while fewer bits to encode dimensions with smaller variance. The other is that we project the data to a new space where every dimension of the data has the same variance like IsoH.

From the experiment results, we can see that our methods perform better than IsoH in terms of both recall and mAP. Since we adaptively allocate different numbers of bits to encode dimensions with different dispersions, the important dimensions in the original space will be still important in Hamming space. Hence, adaptive bit allocation scheme may be a better alternative to dealing with anisotropy of the projected data.

6. Conclusion

In this work, we propose a new hashing method to embed the real-value vectors into a neighborhood structure-preserved Hamming space for ANN search. The dispersions of different dimensions after projection are not the same, and it is unreasonable to use the same number of bits to encode them. We adopt the adaptive bit allocation scheme to adaptively use different numbers to encode different dimensions. For those dimensions that have a larger dispersion, we use more bits to encode them and fewer bits for the dimensions with smaller dispersion. This can preserve the original neighborhood structure. Our methods are very simple and intuitive. Extensive experiments have demonstrated the effectiveness of our method. The proposed method can be combined with some other projection techniques like kernel PCA. Besides, combined with distance metric learning techniques, our ABAH methods may capture the semantic structures of the data. In future, we will tackle these issues.
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