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Abstract. Based on gaze estimation, we propose an effective person-
specific spoofing detection method to counter replay attack using a non-
invasive challenge and response technique. The points on the computer
screen create the challenge, and the gaze positions of the user as they
look at the computer screen form the response. Firstly, face identifica-
tion is conducted to recognize identity. Secondly, gaze estimation model
is trained for each subject by adaptive linear regression with incremen-
tal learning and used to predict gaze positions when user is looking at
the computer screen. Finally, difference between predicted gaze positions
and system point locations is used as fake score to evaluate the liveness
of user. Our basic assumption is that a genuine access can be attacked by
salient objects and follow them. Therefore, the lower the fake score is, the
more probable the user is genuine. Experimental results show that pro-
posed method obtains competitive performance in distinguishing replay
attacks from genuine accesses.

Keywords: Face spoofing detection, replay attack, incremental learn-
ing, gaze estimation

1 Introduction

Due to the requirement of information security, face spoofing detection is attract-
ing more and more attention and research nowadays. Generally speaking, there
are three common manners to spoof face recognition system: print photograph,
replayed video and 3D model of a valid user. Compared with real faces, print
photograph faces are planar, as well as having quality degradation and blurring
problems. Replayed video faces are reflective and 3D face models are rigid. Based
on these clues, face anti-spoofing techniques can be roughly classified into three
categories: motion-based [1–5], texture-based [6–9] and fusion methods combing
motion and texture [10, 11]. Almost all these methods are effective for simple
spoofing attacks for example, print photograph. However, very little attention
has been paid to replay attacks. Existing methods dealing with replay attacks
either by combing other biometric mode such as voice, gesture with face infor-
mation [12–14] or by multiple spectrum device [15, 16] or operating in controlled
environment such as a darkened room [17].

Considering that gaze is a kind of behavioral biometrics which is difficult to
be detected by the surveillance due to the ambiguity of visual attention process,



it can be used as a clue for anti-spoofing with the following characteristics [18].
Firstly, it does not require physical contact between user and device. Secondly,
gaze is difficult to be obtained by surveillance camera and other equipment. Ali et
al. [19–21] present the first time to use gaze clue for anti-spoofing, in which user
is required to follow a moving point showed on the computer screen. Features
based on the collinearity of gaze are used to discriminate between genuine access
and print photographs attack. However, they are invalid for still photographs and
uncooperative users. We previously provided the first investigation in research
literature on the use of gaze estimation model for face spoofing detection in [22],
in which nonlinear regression model is trained including multiple subjects and
used for gaze estimation, then information entropy on predicted gaze positions
under the stimulus of random points suggests the uncertainty level of user’s
gaze movement. The higher the information entropy is, the more probable the
user is genuine. Experimental results show the effectiveness of this method on
photographs and replay attacks with still gaze (user in the video almost only
watch one direction). However, it does not work to replay attacks with moving
gaze. That is to say, this method misjudges relay attack in which video user
changes his gaze directions frequently as genuine access.

In this paper, based on gaze estimation, we propose an improved version of
[22] to counter replay attack using a noninvasive challenge and response tech-
nique. The points on the computer screen create the challenge, and the gaze
positions of the user as they look at the computer screen form the response.
Face spoofing detection is performed by evaluation the difference of the gaze
positions and system point locations. Compared with [22], the different points
and improvements in this proposed method are as follows. 1) Proposed method
is person-specific. In this paper, gaze estimation model is trained for each sub-
ject, which dismisses the interferences among different subjects. 2) Compared
with nonlinear regression, adaptive linear regression is adopted to estimate gaze
positions for reducing computation complexity. To meanwhile obtain lower gaze
error, incremental learning is integrated into adaptive linear regression for dy-
namically increasing the calibration-free training PoG (point of gaze). 3) Consid-
ering that moving point locations too random makes it impossible for the eyes to
follow it, system points in this paper are generated following some distribution
with random parameters, for example, Gaussian distribution with random mean
and variance.

2 Proposed Face Spoofing Detection Method

The general framework of proposed method is illustrated in Fig. 1, which consists
of three main steps: face identification, gaze estimation and liveness judgement.

For a test sample, his identity should be obtained firstly. Note that face iden-
tification is not the focus of this paper, any effective face identification methods,
for example [23, 24], can be used here to identify the test sample. After obtain-
ing the identity of the input face images, person-specific gaze estimation model
is trained and used to predict the gaze positions of input images. Finally, Eu-



clidean distance between predicted gaze positions and system points locations
is computed as the fake score of the test sample. According to the visual atten-
tion mechanism, people are always attracted by some certain regions or objects.
Therefore, the lower the fake score is, the more possible the user is judged as a
genuine access. Next we will detail the gaze estimation and liveness judgement.
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Fig. 1. System architecture.

2.1 Gaze Estimation

Existing gaze estimation methods can be roughly classified into two categories:
feature-based methods and appearance-based methods. Feature-based method-
s [25, 26] map the gaze feature (for example iris outline, pupil, cornea) to gaze
position. However, this kind of methods generally require high quality camera,
even multiple light sources. Appearance-based [27, 28] methods directly map the
whole eye region to gaze position, which takes full advantage of gaze informa-
tion. Considering proposed method is conducted under the condition of nature
light and a generic camera, we choose an effective appearance-based method,
adaptive linear regression [28], to establish gaze estimation model. Generally s-
peaking, the gaze error will become lower with the increasing of training PoG
(Point of Gaze) number which, however, brings more users’ calibration burden.
To get lower gaze error meanwhile not bring additional burden on user, in-
cremental learning is added to adaptive linear learning in this work for online
dynamically increasing the number of calibration-free training PoG.

Gaze Feature Extraction. Gaze feature extraction consists of two steps: eye
region crop and feature generation. In the first step, face region and inner and
outer eye corners are detected by adaptive boosting algorithm [29] (Fig. 2(a),
left eye is used in this paper). To deal with small head motion, an additional
alignment procedure is performed. Firstly we define an eye image template with
60 × 40 pixels, and the location of inner eye corner is set at (55, 25) and outer
corner (5, 25). The aligned eye region is obtained by rotating and scaling the
face region based on the locations of eye corners in template (Fig. 2(b)).

In the feature generation step, similar to [28], the cropped eye region is
further divided into r × c subregions (here 8 × 12, Fig. 2(c)). Let Sj denote



the sum of pixel intensities in j-th subregion, then gaze feature is generated by

e = [S1,S2,··· ,Sr×c]
T∑

j Sj
(Fig. 2(d)).
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Fig. 2. Gaze feature extraction. (a) Face and eye corners detection. (b) Cropped eye
region (60× 40 pixels). (c) Uniform partition of eye region. (d) Gaze feature (96D)

Adaptive Linear Regression with Incremental Learning Adaptive linear
regression aims to find a subset of training data for reconstructing the test data.
Compared with linear regression, adaptive linear regression can neglect irrelevant
training data, thus is helpful to predict. Based on adaptive linear regression, in-
cremental learning is combined for lower gaze error. The mathematical definition
of adaptive linear regression with incremental learning is described as follows.

Let matrices F = [fd
1 , · · · , fd

n] ∈ Rm×n and P = [pd1, · · · , pdn] ∈ R2×n include
all the gaze features and gaze positions of training samples belonging to the
person with identity d (d is obtained by face identification), where m is the
feature dimension and n is the samples number. For a test frame It with identity
d and gaze feature f̂ , the corresponding gaze position can be estimated as p̂ = Pŵ
by adaptive linear regression

ŵ = argmin
w

||w||1 s.t. ||Fw − f̂ ||2 < ϵ,
∑
i

wi = 1 (1)

Assuming {Q0, · · · , QN} are the system points and Qj0 is appearing on the
computer screen when It is captured by system camera. If confidence criterion

||̂(p)−Qj0 ||2 < ε (ε is a small positive number) is met, F and P can be extended

to F̃ = [F f̂ ] and P̃ = [P p̂]. Therefore, for the next captured image It+1 with
gaze feature f∗, its gaze position can be estimated as p∗ = P̃ ŵ by solving

ŵ = argmin
w

||w||1 s.t. ||F̃w − f∗||2 < ϵ,
∑
i

wi = 1 (2)

Based on above description, system points satisfying confidence criterion in the
test phase can be added into the training PoG set one by one without calibra-
tion, which is the main idea of adding incremental learning to adaptive linear
regression.

2.2 Liveness Judgement

In this paper, system points {Q1, · · · , QN} are generated by Gaussian distri-
bution with random mean µ and standard deviation σ. Given another ran-

dom positive number a, Qi can be represented as Qi = (Q
(i)
x , Q

(i)
y )T, where



Q
(i)
x = µ−a+ 2a

N i and Q
(i)
y = 1√

2πσ
e−

(Q
(i)
x −µ)2

2∗σ2 . That is to say, system points are

different for each of the test runs and their locations are determined by three

random parameters: µ, σ and a. From above analysis, Q
(i)
x ∈ [µ−a, µ+a], Q

(i)
y ∈

[ 1√
2πσ

e−
a2

2σ2 , 1√
2πσ

]. In order to be showed on the computer screen in a suit-

able way, the coordinate range of system random points have to be transformed
according to the original training PoGs.

Assuming original training PoGs are {P1, · · · , PM} (in this paper, M = 9)

and Pj = (P
(j)
x , P

(j)
y )T ∈ R2×1. The locations of training PoGs are shown in

Fig. 3a, which are uniformly distributed on the computer screen. In this paper,
linear transformation is used as follows.

Q̂(i)
x =

PHx − PLx

QHx −QLx
(Q(i)

x −QLx) + PLx

Q̂(i)
y =

PHy − PLy

QHy −QLy
(Q(i)

y −QLx) + PLy

(3)

where Q̂ = (Q̂
(i)
x , Q̂

(i)
y )T is the transformed system random point.AHc = maxA

(i)
c ,

ALc = maxA
(i)
c , A = {P,Q}, c = {x, y}. An example of system random point

is shown in Fig. 3b. Green big circles are training PoG and red small circles are
system random points. The arrows represent the movement direction of system
random points.
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Fig. 3. Data collection system for gaze estimation.

Based on gaze estimation model, gaze positions of user can be predicted
under the guide of system random points. Euclidean distance is used here as
fake score to evaluate the matching degree between system point locations and
predicted gaze positions. The lower the score is, the more probable the user is
genuine.

3 Experiments

3.1 Database

Publicly available databases such as CASIA [10] and Replay-attack [22] don’t
contain gaze information, thus they are unsuitable for evaluating our proposed



method. In this paper, we collect a database composed of 18 subjects. For each
subject, there are four kinds of data: training data for gaze estimation model,
test data for gaze estimation model, data of genuine face and data of replay
attack. In the following section, we use Data-Train-Gaze, Data-Test-Gaze, Data-
Test-Genuine and Data-Test-Replay to represent these four kinds of data. Data-
Train-Gaze and Data-Test-Gaze are used to train and test gaze estimation model.
Data-Test-Genuine and Data-Test-Replay are Genuine access and replay attack
data and used for evaluating proposed spoofing detection method.

In order to collect data, we develop a system on a desktop composed of a 19-
inch computer screen with 1440×900 pixels resolution and a generic webcam with
640 × 480 pixels resolution. To collect Data-Train-Gaze, M = 9 fixed markers
are showed on the computer screen (Fig. 3a). The system captures user’s frontal
appearance while his gaze is focusing on every marker shown on the screen. In
this paper there are 20 images are captured at each marker for each user, totally
20 × 9 × 18 = 3240 frontal images. By artificially removing eye-closed images,
there are 2917 frontal images left. Considering the negative effect of optical
reflection, users are required to remove glasses during the data collection.

To collect Data-Test-Genuine and Data-Test-Replay, N = 51 system points
following Gaussian distribution with random mean and variance appear one by
one (Fig. 3b) on the computer screen. The system camera captures user’s frontal
appearance while these points are shown on the screen. In this paper there are
10 images are captured at each system point and each kind of data, totally
51 × 10 × 2 = 1020 frontal images for each subject. Considering that user may
not respond to system points timely, for each system point, the first and last
two frontal images are removed, Totally 51× 6× 2 = 612 images left. It should
be noted that during this process, user is not asked to watch point when system
points are appearing.

The data collection process of Data-Test-Gaze is almost the same with that of
Data-Test-Genuine. The difference is, during this process user is asked to watch
these system points and follow them.

3.2 Experimental Results

In this section, we will verify the effectiveness of proposed method from the
following three aspects: 1) Effectiveness of adaptive linear regression with incre-
mental learning; 2) Effectiveness of proposed method for distinguishing replay
attacks from genuine accesses; 3) Effectiveness of Euclidean distance based live-
ness score.

Effectiveness of Incremental Learning Gaze error [28] is commonly used
to evaluate the gaze estimation model.

error = arctan

(
∥y − ŷ∥2
duser

)
(4)



where ∥y − ŷ∥2 represents the Euclidean distance between ground truth and
predicted value, and duser refers to the distance between user’s eye with computer
screen.

In order to verify the effectiveness of incremental learning, we compare pro-
posed adaptive linear regression with incremental learning with that without in-
cremental learning. In addition, to show the effectiveness of person-specific gaze
estimation model, we also compare proposed method with subject-dependent
adaptive linear regression. Subject-dependent experiment is conducted by train-
ing samples of all subjects instead of one subject. Compared results are illustrat-
ed in Fig. 4, which shows that 1) compared with original adaptive linear learning,
proposed method with incremental learning achieves lower average gaze error;
2) compared with subject-dependent method, subject-specific methods obtain
lower gaze error. Therefore, proposed method for gaze estimation is effective.
Considering the gaze errors for 18 subjects are tolerated, adaptive linear regres-
sion with incremental learning can be embedded into proposed spoofing detection
system.
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Fig. 4. Compared results on gaze error.

Effectiveness of Proposed Face Spoofing Detection Method EER (E-
qual Error Rate) and recognition accuracy are adapted as evaluation metrics.
EER is the value when FRR (False Rejection Rate) equals to FAR (False Ac-
ceptance Rate). Recognition accuracy is reported based on cross-validation sets.
18 subjects are divided into 6 cross-validation sets and for each set there are
30 training samples (15 sequences of genuine faces and 15 sequences of replay
attacks) for 15 subjects and 6 test samples (3 sequences of genuine faces and
3 sequences of replay attacks) for another 3 subjects. At each round, thresh is
selected on training samples and used on test samples. The final recognition ac-
curacy is achieved by averaging all the results on 6 sets of test samples. what’s
more, FRR values are also reported when FAR = 0.1, 0.01 and 0.001. Experi-
mental results are listed in Table 1, which shows that proposed method perform
excellent in distinguishing replay attacks from genuine accesses.



EER FRR(FAR=0.1) FRR(FAR=0.01) FRR(FAR=0.001) accuracy

0% 0% 0% 0% 100%

Table 1. EER FRR and recognition accuracy.

To further verify the effectiveness of proposed method, predicted gaze tra-
jectories of genuine access and replay attack for one subject under the system
point challenge are given in Fig. 5. Fig. 5a shows that genuine face is completely
attracted by system points and follows them well. However, the replay video
collected can not respond the challenge and predicted gaze trajectory is disorder
(Fig. 5b). Therefore, proposed method is reasonable and effective.
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Fig. 5. An example of gaze movement for one subjects. (a) Gaze movement of Genuine
face. (b) Gaze movement of replay attack.

Effectiveness of Euclidean Distance based Fake Score Fig. 6 illustrates
the fake scores of samples for 18 subjects and shows that scores of real faces are
averagely lower than that of replay attacks. Considering the fact that different
from replay attacks, genuine accesses can be attracted by some objects or regions
even in a long while. Experimental results show that the hypothesis of proposed
method matches the real case, therefore, Euclidean distance based fake score is
a good indicator.

4 Conclusion and Future Work

In this paper we propose an effective spoofing detection method for replay attack
based on gaze estimation. Proposed spoofing detection method contains three
key stages: face identification, gaze estimation and liveness judgement. In order
to obtain lower gaze error, gaze estimation model is trained for each subject
which dismisses the interferences among different subjects. In addition, adaptive
learning regression is used for gaze estimation and improved with incremental
learning. Then Euclidean distance based fake score is used to evaluate the d-
ifference between predicted gaze positions and system random point locations.
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Fig. 6. Fake scores of real faces and replay attacks for 18 subjects.

Experimental results on collected database show that proposed method can ef-
fectively distinguish replay attacks from genuine accesses. We believe that with
gaze estimation becoming more and more accurate, proposed spoofing detection
method based on gaze estimation will have a good applicant prospect. However,
how to deal with head pose in this work is still an challenge problem that we
will research on.
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