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Abstract-In this paper, aiming at the indoor scene under 

monitoring by visual sensor network (VSN), an object 

recognition approach based on structural feature is presented. 

Firstly, we regard the output of existing line segment detector 

LSD with proper parameters as the preliminary extraction result 

and it still will be further restored and split. Then, we give an 

inference model based on structural features of object including 

line segment ontology characteristics and relative relationship 

between the line segments. Finally, the objects are recognized 

with position information through inference. The effectiveness of 

the approach is verified, and the results show that our approach 

does not rely on segmentation and has robustness on partial 

defect and structural deformation to some extent. 
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I. INTRODUCTION 

With the rapid development of communication technology, 
the implementation of the visual sensor network (VSN) shows 
a trend of diversification and simplification by using Ethernet, 
Internet, 30 network, etc. Networks of visual sensors have 
recently emerged as a new type of sensor-based intellifient 
system that brings performance and complexity challenges Il. 

As the function of VSN is more and more powerful, VSN 
has been widely used in areas such as computer vision, 
robotics, etc. Major research issues of VSNs include camera 
coverage optimization, network architecture, and low-power 
visual processing and communication, etc[2l. Czarlinska and 
Kundur realize the reliable event-detection by using 
untethered camera nodes and scalar sensors, which are 
deployed in a hostile environment[3l. A framework of 
hierarchical feature distribution for object matching in a 
network of visual sensors is proposed in [4]. Without prior 
knowledge of the target in wireless VSN, [5] proposes a 
sensor selection solution to improve the accuracy of target 
localization. A multi-view visual-target-surveillance system 
was built in [6], which can autonomously implement target 
classification and tracking with collaborative online learning 
and localization. [7] highlights the efficient use of the 
geometric constraints to derive distributed algorithms for 
target detection, tracking and recognition. Yokoya et al. 
propose a calibration method of a distributed vision network 
and a group of mobile robots are used to obtain a set of 
calibration data for each camera[8l. [9] presents a human 
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behavior recognition method, which uses a tangible network 
robot system composed of a mobile robot and vision sensors 
embedded in an environment. 

In order to better take advantage of the information 
provided by VSN, scene understanding should be focused, 
where object recognition plays an important role. There are 
two kinds of approaches to realize object recognition: image 
data-based and model-based. The former firstly obtain the 
outline or partial parts of the object based on image 
segmentation, then extract image features and describe the 
object (partial parts) by using the descriptors such as SIFT[lOl, 
shape context111 l, HOO[12l, etc, and finally, locate and 
recognize the object based on the relationship among the 
candidates that conform to the features of object. Although 
these methods have achieved a good detection effect, they rely 
on segmentation with complicated algorithm structure. 
Meanwhile the target is subject to be interfered by cluttered 
background, partial defect, structural deformation as well as 
the variance of illumination. The model-based recognition 
traverses the image directly to a recognition model that is built 
from a set of assumptions and expectation properties 
generated by high-level knowledge. 

Extracting the environment information into line 
segments[13l has received attentions due to its better 
description about the geometric content of images, which 
makes the object recognition on the basis of line segments be 
promising. [14] proposes a linear-time line segment detector 
LSD that gives accurate results and a controlled number of 
false detections. In this paper, aiming at the indoor scene 
under monitoring by visual sensor network (the schematic 
diagram is shown in Fig. 1), we regard the output of existing 
LSD with proper parameters as the preliminary extraction 
result and it still will be further restored and split, which form 
line segment generating module. Then, an inference model 
based on structural features of object is proposed to find the 
line segments describing the object. 

The remainder of this paper is organized as follows. 
Section II gives the line segment generating module. Section 
III presents the inference model based on structural features of 
object. The experiment results are described in section IV and 
section V concludes the paper. 
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Fig. 1. The schematic diagram of an office scene under monitoring by visual 
sensor network, which consists of visual nodes I, II, III, IV, and a router 

II. LINE SEGMENT GENERATING MODULE 

In regard to the ordinary object recognition, compared with 
color, texture, image transformation and other features, 
structural feature can achieve better adaptability in changing 
environments. Based on structural features of object, the first 
task for object recognition is to extract the line segments with 
high accuracy, which constitute a line segment set CPr. 

A. Line segments preliminary extraction based on LSD 
LSD[14] is a line segment detector with a high accuracy and 

a satisfactory result. In this paper, we adopt LSD to obtain the 
preliminary line segments result. Considering that most object 
structures in indoor scene are composed of straight lines, the 
parameters in LSD is adjusted for better environmental 
adaptability. In addition, some similar line segments are 
simplified for reducing computation amount. 

B. Line segments restoration 
In a cluttered indoor scene, the object is often blocked by 

other objects to some degree, which will greatly interfere with 
structural features. In addition, there exists partial defect, 
structural deformation and the limitation of image quality, 
which may occur problems, such as the extracted line 
segments would be disconnected. Therefore, it is necessary to 
find out and repair the unconnected line segments to better 
reflect the related structure features. 

For any two line segments A and B, if they have similar 
direction, small vertical distance, and the distance between 
their endpoints is within a certain range, they are likely to 
belong to one line segment. The specific criterion of judgment 
is as follows: 

{ aSA �al 

d �dl 

dSA � (al -aSA ) xaa
'
� (dl -d,, ) xad +Bl xas 

(I) 

where aBA is the angle difference of these two line segments, 
dss is the minimum distance from the middle point of shorter 
line segment to the longer line segment, dSA is the minimum 
distance between the endpoints of line segments, a1 and dr are 
given thresholds, B1 is a Boolean variable and it is I if there is 
a third line segment between the two line segments, am ad and 
as are weighting coefficients. 

If all the conditions in formula (1) are satisfied, the two 
line segments will be repaired into one line segment with 
farthest two endpoints being kept. 

C. Line segments split 
In some cases, a line segment belonging to the object may 

be extended due to complexity of the environment, which will 
affect the recognition effect of the object. If any two line 
segments with enough lengths intersect or present a T-shaped 
structure, the line segments need to be split and all sub
segments are saved as new line segments. Note that the 
original line segments will be kept as well. 

I I I. INFERENCE MODEL BASED ON STRUCTURAL FEATURES 

A. Structural features 
Under certain scale change of camera view, relative 

relationship among the line segments is stable. Herein, two 
categories of structural features are chosen and they are line 
segment ontology characteristics and relative relationship 
between the line segments, as shown in Fig. 2. 

/ 
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Fig. 2. Structural features of line segments A and B 

The line segment ontology characteristics include its angle, 
length as well as spatial position in image. Take line segment 
A as an example, and its angle and length are aA and lA, 
respectively. Relative relationship between the line segments 
is given as follows. Take line segment B relative to A as an 
example. Besides aBA, dss and dBA, the following features are 
considered and they are length ratio RBA, verticality VBA, 
parallelism P SA between the line segments, shortest distance 
dps between the endpoints of B to line segment A as well as 
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relative bearing to A, where RRA=IRIIA' VRA=2 URAln:, 
PBA= I80UBAln:, IA and IB are the lengths of line segment A and 
B, respectively. 

B. Inference model 
On the basis of structural features mentioned above, the 

evaluation for each line segment is as follows: 

f (TQ - Ii; X WF,i 
Q= 1=1 

m 
(2) 

where m is the number of structural features and it is 
determined by the task and the specific object, TQ is the given 
value F is the difference between the actual value and 
stand�rd I value Sj corresponding to the feature i, Wh is the 
weight corresponding to Fj• Note that the standard values vary 
with the poses of visual nodes and the objects to be recognized. 

Assume that the object to be recognized may be described 
by M line segments. Firstly, the line segments in CPr with 
lower evaluation values are eliminated based on line segment 
ontology characteristics and the given evaluation threshold 
value TR, and each passed line segment is regarded as a 
candidate of the first line segment of the object. For each 
candidate of the first line segment, based on actual 
relationship of M line segments and the selected structural 
features the candidates with maximum evaluation values of 
other M-I line segments of the object are acquired 
successively from CPL. Thus, a series of line segments groups 
whose amount is equal to that of the candidates of the first line 
segment are obtained and each group with M line segment� is 
considered as an imaginary object. Synthesize the evaluatIOn 
value of each line segment in each group, and thus the 
effective groups may be confirmed as the objects based on the 
value TB. The detailed algorithm is shown in Fig. 3, where for 
line segment Li E CPr, QflIJQ, Sj, Wpj) is the value of Li 
corresponding to kth line segment of object; G is a temporary 
set of M line segments, V is a temporary evaluation values set 
corresponding to M line segments. 

input: line segment set CPL, number M of line segments of 
object, To, TB, S;, �.j. 

outp�t: objects set CPo, number of objects N. 

I CPo+---O; 
2 N+---O; 
3 G+---O; 
4 V+---O; 
5 for each line segment in cpr. do 
6 for (Qi1(TQ, Sj, WpY2:.TR) do 
7 G(I)+---Lj; 
8 V(1)+---Qjl(TQ, Sj, WFj); 
9 for (k'2:.2 and k�M) do 

10 t*+--- arg max(Q'k (TQ' Sf' WI',)) ; 

11 
12 
13 
14 
15 

r,E<1>r 

G(k)+---Lt*; 
V(k)+---Qt*JTQ, Sj, Wpj); 

end 
if (sum(V)/M'2:.TR) then 

if (match(G, CPo)) then 

16 
17 
18 
19 
20 
21 

the better one is kept; 
else 

add G to CPa; 
N+---N+ 1; 

end 
end 

22 end 
23 end 
Fig. 3. Algorithm of inference for object recognition 

IV. EXPERIMENTAL RESULTS 

In the following experiments, our visual sensor network is 
built in an office scene, which consists of four visual nodes 
and a router. Visual nodes are installed in the office with 
appropriate postures and they are networked in an �p w�y. All 
images are transferred to the upper platform Via WIreless 
communication. 

The parameters[15] of existing LSD in line segments 
preliminary extraction are chosen as follows: 5=0.6, I=0.45, 

p=2V2, r=45, 1:=1, [FO.5. The other parameters are given by 

ul'=2n:/90, d1=3, aa=10, ad=IO, aB=15, TQ=IO, TB=9. 

This paper mainly focuses on the recognition of objects in 
the cluttered indoor scene, such as cubicle, fire hydrant service 
container and escape route sign. 

The cubicle is considered to be formed by three line 
segments that present a U-shaped structure with conspicuous 
vertical or parallel relationship, which provide the basis of 
structural features. Fig. 4 gives the process of the structural 
feature-based recognition approach with the identification of 
the cubicles. For the image depicted in Fig. 4(a) captured by 
visual node I, Fig. 4(b) and Fig. 4( c) give the outputs of 
existing LSD and line segment generating module, 
respectively. The recognition results are shown in Fig: 4(d). 
From Fig. 4(e) with the recognition results shown III the 
original image, it is seen that the cubicles are recognized with 
better matching. Furthermore, the positions of cubicles may be 
obtained due to known position information of the outputted 
line segments. Fig. 5(a) and Fig. 5(b) give the recognition 
results of cubicles corresponding to original images captured 
by visual node II and visual node III, respectively. 

(a) Original image (b) The output of existing LSD 

(c) The output of line segment generating module (d) The recognition results 
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(e) The recognition results shown in the original image 

Fig. 4. The cubicles recognition process of an original image captured by 
visual node I 

(a) Visual node II 

(b) Visual node III 

Fig. 5. The recognition results of cubicles shown in the original images 

For the fire hydrant service container, it consists of eight 
line segments, which present two cascaded rectangles. [n 
addition, the escape route sign is a rectangle with four line 
segments. Fig. 6 gives the recognition results corresponding to 
original image captured by visual node IV. It is seen that the 
fire hydrant service container and the escape route sign are 
recognized effectively although the former has partial defect 
caused by a cubicle. 

Fig. 6. The recognition results of fire hydrant service container and the escape 
route sign shown in the original image captured by visual node IV 

V. CONCLUSION 

Aiming at the indoor scene under monitoring by visual 
sensor network, we present an object recognition approach 
based on structural feature. From the experiments we have 
conducted, the approach achieves a better recognition rate 
with position information. In the future, we plan to improve 
the performance of line segments restoration and split to 

obtain more accurate line segment information for the 
inference model. In addition, integrating the recognition 
results of multiple images from visual nodes into one 
topological map will be considered. 
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