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Abstract. This paper presents an improved approach to Triple Modular Redundancy (TMR) which 

concerns don’ t care bits of LUT configuration bits and hence classifies the set of LUTs into 

SEU-sensitive and SEU-insensitive. Unlike the full TMR approach, the improved approach only 

triplicates SEU-sensitive LUTs and can greatly reduces the area overhead while maintaining the 

circuit reliability. The proposed approach is thoroughly tested on the MCNC’91 benchmarks. 

Compare with the full TMR method the proposed scheme can reduce the area overhead by 26.6% on 

average, at the same time the circuit reliability only reduced by 9.1 %. The improved approach can 

also increase mean time between failures (MTBF) by an average of six times more than the original 

circuit. 

Introduction 

SRAM based FPGAs are being increasingly used for modern digital systems since they offer low 

cost, reconfigurability, and low design turn-around time. But compared with ASICs, SRAM based 

FPGAs are more vulnerable to single-event upsets (SEUs) and as device size shrinks to the nanometer 

range this problem is increasingly disturbing. 

The mitigation of single-event upsets in FPGAs is an increasingly important subject as FPGAs are 

used in radiation environments such as space. Triple Modular Redundancy (TMR) is the most 

commonly used fault tolerance technology by far, it was proposed as early as in the middle of the last 

century
 [1, 2]

. Since TMR technology can tolerant only one module error, it is always implemented with 

the technology of configuration scrubbing
 [3, 4]

. TMR together with scrubbing can effectively 

guarantee the FPGA system operation correctly, but the hardened design has 200% more area than the 

original circuit which is an intolerable area overhead for some design. In order to solve the above 

problems, a technique known as Selective Triple Modular Redundancy (STMR) based on sensitive 

gates definition has been proposed 
[5]

. Since the STMR technique operates on a gate-level circuit, it is 

not suited to LUT network, so soon afterwards the sensitive ideas were transplanted into LUT level as 

Reduced Triple Modular Redundancy (RTMR) 
[6]

. But as the authors described, because of fixing a 

threshold probability in order to determine the sensitivity of the LUTs is very difficult the RTMR 

technique does not proven to be effective.  

This paper proposed a don’t care bits (DC) based Selective Triple Modular Redundancy (bbSTMR) 

algorithm, which aims at reducing the area overhead of TMR system while maintaining roughly 

comparable fault tolerance capability. According to the statistical results of [7], 15% ~ 40% of the 

configuration bits in LUTs has the characteristics of controllable don’t cares, consider of the 

propagation characteristics of the circuit, the complete don’t care bits of some special circuit can even 

reach 60%
[8]

. Experiments show that those don’t care bits are mostly concentrate in some certain 

LUTs, on the benefits of this phenomenon, those LUTs boasts more don’t care bits are regard as 

SEU-insensitive LUTs while the remaining are SEU-sensitive.  

The core algorithm finds out as many as possible don’t care bits for each LUTs using the technique 

of windowing at first, then SEU-sensitive and SEU-insensitive LUTs are defined by the number of 
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don’t care bits and only the SEU-sensitive LUTs needs to be triplicate. In order to validate the 

performance of the algorithm, SEU fault simulations are implemented on the selective triplicate 

circuits. By implementation on several MCNC’91 benchmark circuits, the bbSTMR technique is 

shown to decrease the area overhead of full TMR circuits while maintaining a considerable reliability. 

The remainder of this paper is organized as follows: Section 2 provide the proposed don’t care bits 

based selective TMR algorithm. Section 3 gives the experimental results and the paper is concluded in 

Section 4.  

Proposed bbSTMR Approach 

Informal Overview. The proposed bbSTMR is a technique that selectively triplicates a circuit 

mapped while maintaining the fault tolerance capability of full triplicate circuits. This paper takes into 

account the criticality of LUT configuration bits only, interconnect configuration bits are not in the 

scope of consideration of this paper temporarily, and the size of LUT is 4-input hence each LUT have 

16 configuration bits. 

First, the Boolean circuit after mapping is described as a Directed Acyclic Graph (DAG) with 

LUTs as nodes and interconnects as edges
[9]

; second, the complete don’t care bits for all the nodes are 

calculated with the method of windowing, afterwards a database is established to store the number of 

don’t care bits of each node;  third, on the benefits of don’t care bits statistics of every node, which 

LUTs are to be triplicate can easily determined; In the end, a SEU fault simulator is designed to verify 

the bbSTMR technique. 

Don’t care bits. For a given circuit )(xFy = , Don’t care bits (DC) as those configuration bits will 

not affect the normal function of the circuit when they are changed by SEU. If a configuration bit b is 

don’t care, it should satisfy the formula as follows: 

bbXFXF SEU

bb  →≡ )()( .               (1) 

Where X means to traverse the full input vector space of the circuit. For a LUT, the full set of DCs 

in the configuration bits should be found, and the number of DCs for the ith LUT is denoted as Ni. 

 
Fig1. Example of CDC and ODC 

The concept of don’t care bits (DC) consists of controllable don’t care bits (CDC) and observable 

don’t care bits (ODC), whereby CDCs are configuration bits that can’t be sensitized by any input and 

ODCs are those can be propagated to any output. An example of CDC and ODC is shown in Fig.1. As 

described in Fig.1(a), because one of the inputs of LUT z2 and LUT z3 fanouts from z1, they will 

never export an output of z2 = 1 ^ z3 = 0, hence the configuration bit 10 in LUT F is uncontrollable, 

namely CDC. In Fig.1(b), when the inputs X3 =1 ̂  X4 = 1，LUT z2 and LUT z3 will export a constant 

output of  z2 = 1 ^ z3 = 1 whatever the output of LUT z1 is, hence all of the configuration bits in LUT 

z1 is unpropagable with the inputs X3 =1 ^ X4 = 1, namely ODC. 
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Windowing and Sensitive LUTs definition. To find the exact set of don’t care bits, the full input 

vector space of the circuit should be traversed. As the computational complexity grows exponentially 

with the number of input, it is impossible for large circuit. 

The proposed bbSTMR approach utilize the windowing technique in [9] to calculate the number of 

don’t care bits in each LUT, as described in [8] the windowing technique can guarantee a DC lower 

bound. Different with gate level circuit, almost every LUT has 4 inputs and the window expands 

badly as the transitive fanout level enlarged, so only one level of fanins and one level of fanouts for 

each node is concerned at present. And results show that even with only one level window, it is 

enough to obtain a large number of DCs.  

Statistic data of the numbers of DCs in every LUT for some large circuit from MCNC’91 are 

provided in this paper. Table 1 shows the number of LUTs of 0~16 DCs for every circuit and the total 

number of LUTs are listed at the bottom. From table 1 there is an apparent phenomenon  that the DCs 

concentrates on certain LUTs, for example in the circuit of alu2 there are 6 LUTs boasts 16 bits of 

DCs meaning that however these LUTs are affected by SEUs, errors will not appear at the circuit 

output. According to this phenomenon the set of SEU-sensitive and SEU-insensitive can be defined.  

 

Table 1 Statistics of numbers of DCs 

NCB alu2 ex5p misex3 des seq apex2 spla 

0 93 525 675 1121 966 1113 1859 

1 0 0 0 0 0 0 0 

2 4 11 12 1 4 18 92 

3 2 6 0 1 1 0 12 

4 4 62 69 84 66 43 284 

5 1 18 14 5 9 4 45 

6 1 24 11 61 16 13 60 

7 8 40 16 13 20 13 143 

8 41 154 387 260 498 524 843 

9 3 16 23 57 14 8 59 

10 2 41 21 37 11 1 105 

11 2 25 5 6 2 3 17 

12 23 69 131 83 155 122 94 

13 2 16 6 3 3 5 13 

14 2 21 29 58 17 10 28 

15 3 9 2 0 3 0 20 

16 6 28 10 57 6 1 16 

total 197 1065 1397 1591 1750 1878 3690 

 

LUT with more don’t care bits means that it is more immune to SEU, so it is a SEU-insensitive 

LUT. To define the sensitive and insensitive LUTs, a threshold value H is introduced. If the number of 

DCs Ni in a certain LUTi Satisfies the condition Ni <H then LUTi is SEU-sensitive, otherwise LUTi is 

SEU-insensitive. For the 4-input LUT model this paper, we define H = 8, and experimental results 

show that this value is suitable for the selective TMR design.   

SEU Simulation. In order to verify the reliability of proposed method, a SEU fault simulator is 

designed. The simulator implements fault injection, circuit simulation, fault statistics and provides a 

comprehensive evaluation for the circuit.  A single fault simulation process works as follows: 

1. Randomly choose one node in the circuit to be SEU affected; 

2. Randomly generates an input vector; 

3. Perform logic simulation and record the output values; 

4. Invert the value of the chosen node in step 1; 

5. Perform logic simulation and compare the output values with the result of step 3; 

6. Update the fault information of the circuit. 
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Experimental results 

To evaluate the SEU immunity and the area overhead of the proposed bbSTMRed circuit, the 

proposed bbSTMR method is thoroughly tested on MCNC’91 benchmarks. The reliability evaluation 

is performed by randomly inject 1000 faults for each circuit and the results is shown in Table 2. The 

bbSTMR technique performs better than [5] in SEU sensitivity and can match the results in [6]. On 

average the bbSTMR technique requires only 120% additional redundancy compared to the 200% 

requirement of full TMR while maintaining a comparable SEU immunity with the full TMR. The 

failure rate and mean time between failures (MTBF) are also calculated for each circuit and the ratio is 

calculated by dividing the MTBF of bbSTMR circuit by the MTBF of the original circuit. As the 

results listed in the last column of Table 2, the MTBF of bbSTMR circuit increased six times than 

original circuit on average. 

Table 2 Experimental results of area overhead and SEU sensitivity 

 

Conclusion and future work 

In this paper, we have presented a bbSTMR method that can selectivly triples a circuit and the 

preliminary experiment results are encouraging. With the reliability of up to 92% and the six times 

increase in MTBF our method together with the confiugration scrubbing technique can ensure a 

SRAM based FPGA system operating steady. 

Our future work will explore the windowing technique to impove the don’t care bits calculation 

and shorten the calculation time. We can increase the transitive level of those windows with less 

leaves or limit the number of leaves by overlapping windows. Also, we would like to expand out work 

to K-input(K>4) LUT model.  
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