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Abstract. In image classification, conventional sparse coding only en-
codes local features independently. As a result, the similar local fea-
tures may be encoded into code vectors with large discrepancy. This
sensitiveness has became the bottleneck of the traditional sparse coding
based image classification methods. In this paper, we propose a novel
graph-guided fusion penalty based sparse coding method. To alleviate
the sensitiveness of the traditional sparse coding, our approach constrains
that the similar local features are encoded into similar code vectors. To
achieve this goal, we add the popular graph-guided fusion penalty term
into the traditional /1-regularized sparse coding formulation. Finally, we
adopt the multi-task form of the smoothing proximal gradient method
to solve our optimization problem efficiently. Experimental results on 3
benchmark datasets demonstrate the effectiveness of our improved sparse
coding method in image classification.

Keywords: image classification, sparse coding, smoothing proximal
gradient.

1 Introduction

Image classification is one of the most challenging research tasks in computer
vision [I3/9]. The improvement on image classification can also benefit other
useful applications, such as image search and retrieval [I4]. A lot of research
efforts devoted to image classification have led to significant progress, and the
accuracies on several extremely difficult data sets have been increasing year by
year. However, compared with the human recognition abilities, there is still a
long way to go for a practical image classification algorithm.

Most of the currently used image classification methods are based on Bag-
of-Words [T9I8/T39]. The idea behind these methods is borrowed from text
retrieval. In text retrieval, words which represent the minimum semantic units
are extracted firstly. Then a quantized code vector which is computed as the
frequency of the extracted semantic words is used to represent the text seman-
tic information of a document. In computer vision, the semantic words are re-
placed by visual words which are comprised of clustered centers in local fea-
ture space [21l22]. To be simply, there are five main steps for the conventional
Bag-of-Words based image classification methods. (1) Feature extraction.
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Local features, such as SIFT [I5] and SURF [3], are densely extracted for a
given image. Actually, each local feature is a statistic histogram of gradients in
a local image patch. (2) Codebook design. k-means clustering is the most
widely used method for constructing codebook. Local features extracted from
training images are sampled and clustered into thousands of visual words. Many
improved methods have been proposed recently. For example, on-line clustering
and mean-shift are combined to create much more effective codebook in [I0].
(3) Feature coding. Different kinds of coding methods were proposed in the
past several years. Yang et al. [I9] proposed a method called ScSPM which
introduces sparse regularization to the soft-assignment coding method. This re-
sults in competitive image classification accuracies by only using linear SVM [6].
Wang et al. [I8] further improved ScSPM with a locality constraint, which leads
to an analytical solution to the coding problem and a fast approximated solv-
ing method. Liu et al. [13] proposed a localized soft-assignment coding(LSC)
method which adds a locality constraint to the distance function in traditional
soft-assignment coding method, and this idea is similar to the salient coding
proposed by Huang et al. [9]. (4) Pooling and concatenating. This is an-
other key step for extracting high level sematic information from local features.
There are three mostly used pooling methods, sum-pooling, average-pooling, and
max-pooling. The max-pooling method was proved to be much more effective
for sparse feature coding [T9/18]. Liu et al. [13] proposed a new “mix-order”
max-pooling method with max-pooling as its special case. Lazebnik et al. [11]
proposed a concatenating method called SPM(Spatial Pyramid Matching) which
takes advantages of global geometric correspondence among code vectors in a
given image. (5) Classifier construction. This is a canonical problem in ma-
chine learning. Most of the sate-of-the-art image classification methods use SVM
classifier due to its efficiency and simplicity. There are also some other methods
for classification. Yao et al. [20] proposed a combined method of random forest
and SVM where a linear SVM is used to replace the ordinary weak classifier at
each node of random trees.

In the remainder of this paper, we mainly focus on feature coding in image
classification. As the most popularly used feature coding method, sparse coding
has improved the image classification accuracies tremendously in the past few
years. However, there are still many problems in conventional sparse coding [2].
As we know, the bottleneck of the conventional sparse coding is that a small
change of the local feature will leads to really large variation of the code vec-
tor. A principal reason is that the traditional sparse coding only minimize the
reconstruction error of each local feature with a sparsity regularization item in-
dependently. In other words, conventional sparse coding can not guarantee that
the similar local features are encoded into similar code vectors.

In this paper, in order to break through the bottleneck of the conventional
sparse coding mentioned in above paragraph, we propose a graph-guided fu-
sion penalty based sparse coding (GFP-SC) algorithm. We introduce the graph-
guided fusion penalty into the traditional sparse coding formulation. Thus the
code vectors encoded from similar local features are constrained to be similar.
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Then we adopt the smoothing proximal gradient method to solve our optimiza-
tion problem efficiently. In our implementation, we construct a graph with 4-
neighborhood structure to describe the contextual structure information among
local features in a given local region. Finally, the linear SVM [6] is applied to
perform classification. Extensive experimental results on several popular bench-
marks show that our GFP-SC outperforms several recently published methods.

This paper is organized as follows. In Section 2] we summarize the works most
related to ours. Our improved sparse coding approach is presented in Sections [Bl
In Section [ we report and analyze extensive experimental results. At last, a
conclusion to our method is given in Section

2 Related Work

In this section, we review 6 mostly used feature coding methods for image clas-
sification. Let b; (b; € R?) denote a visual word or a basis vector, where d is
the same as the dimensionality of the local feature. Matrix B = [by, ba, -+, by,]
denotes the visual codebook. The total number of visual words contained in B
is m. Generally, the codebook is trained in advance by clustering. There are also
methods which optimize the codebook in coding process [I8I8]. Let x; (x; € R%)
be the ith local feature for an image X = [x1, X2, - ,X,]. Let v; (v; € R™) be
the encoded code vector of x;, each element v;; is the coefficient with respect to
one visual word b; contained in codebook B. Define V = [vi, va, ..., v,]. With
these denotations, 6 related coding methods can be uniformly written as follows.

Hard-Assignment Coding: In original Bag-of-Words method [5], the sim-
plest hard-assignment or vector quantization was used to construct a bag of
keypoints(original name of visual words). The main idea is to count the number
of local features assigned to each clustered keypoint. Given a query local feature
X;, the formally expression can be written as

1 if j:argmionifij;,
Vij = j=L,m (1)
0 otherwise.

Soft-Assignment Coding: A local feature x; is assigned to just a single visual
word by hard-assignment coding while soft-assignment coding assigns it to all
visual words in the codebook B [I7] with different weights,

2
exp(—a[x; = bj3)

i = 2" (2)
Dy exp(—a[[x; — bill3)

Sparse Coding: This method [19] is more complicated than Soft-assignment.

An optimization problem with sparse regularization constraint needs to be solved

for computing the correspondent weight to each visual word in codebook B. If

the codebook B is trained in advance, the optimization problem can be simplified

as

v; :argmionZ—vangJr)\HviHl. (3)
v, ER™
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Locality-Constrained Linear Coding: In the method [1§], a locality con-
straint is introduced to the sparse coding method [19] by multiplying a Euclidean
distance weight vector to v; in the optimization equation,

v; = argmin ||x; — Bvi||§ +Ald; © vZ||§
v;ER™ (4)
st. 1Tv; =1.

where d; = exp (dist (x;,B) /d), and ® represents element-wise multiplication.

Localized Soft-Assignment Coding: As proposed by Liu et al.[I3], localized
soft-assignment coding method mainly focuses on the k nearest visual words for
each local feature x;. Here Ny, (x;) is the k-nearest neighbor of x;.

2
exp(—a [x; — bj|3)

Vij = 9, -
meeNk(xi),bm;ébj exp(—a [|x; — bu,|[3)

()

Laplacian Sparse Coding: Obviously, all the previously mentioned 5 feature
coding methods carry out the coding process independently for each local fea-
ture. In contrast, as proposed by Gao et al.[8], structure information among the
local features is combined in the Laplacian sparse coding method. The struc-
ture information is used to construct a Laplacian matrix which is added to the
optimization problem of the conventional sparse coding method.

. 2 B
argrgln IX —BV|%z+A|V]; + 5 Z Vi — vl|2wg;
’ (2]

— argmin | X — BV|% + \| V], + 8 Tr(VLVT) (6)
B,V

subject to : ||[by|* < 1,

where L = D — W is the Laplacian matrix, W is the similarity matrix com-
prised of w;j, w;; denotes the relationship among local features x; and x;.
Dy = > wij, wiy = 0(i = 1,2,...,n), [|.||; is the matrix entry-wise /1-norm.
An approximate method was adopted to solve V and B.

3 Graph-Guided Fusion Penalty Based Sparse Coding

In this section, we first give the details of our graph-guided fusion penalty based
sparse coding (GFP-SC) for image classification. Then we make a discussion
about some advantages of our GFP-SC method [8]. Here, we still use the uniform
notation in Section 2

3.1 Our Formulation

The sparse coding method shown in Equation (3] can be equivalently rewritten
as

arg min ||X*BVH§7+)‘HV||1’ (7)
VeRmxn
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where ||.|| is the matrix Frobenius norm(entry-wise {2-norm), and ||.||; is the
matrix entry-wise /1-norm. As discussed in Section 2l the contextual structure
information among neighborhood local features is not considered in traditional
sparse coding. In order to make the full use of the contextual structure infor-
mation among local features, we add a graph-guided fusion penalty to Equation
([@). Then, we get Equation (R])

arg min ‘|X—BVH%+’YQG(V)+)‘HVH17 (8)
Ve%"ﬂxﬂ,

where 7 is the regularization parameter for structured sparsity, the graph penalty
is defined as
Da(V) =Y wylvi—vjls, 9)
e=(i,j)€E

here, the weight w;; is computed according to the visual similarity among two

query local features

[Ixi — x; Hg)
262 ’

e is one edge which connected node i and j in the graph, and the edges set of
the graph is defined as

w;; = exp (— (10)

where p; and p; denote the spatial coordinates of local features x; and x; in an
image respectively, Nj(p) denotes the spatial k nearest neighbors of the p. This
graph-guided fusion penalty gives a structure regularization using contextual
information among the local features.

3.2 Solutions

Equation (@) can be rewritten as the matrix form

2c(V) = |lcvT,, (12)
where C € RIFIX" is the incident matrix defined as
Wij , ’Lf k=1
Clgp =94 —wiy,  if k=] (13)
0 otherwise.
As mentioned in [4], the Equation (IZ) can be further rewritten as
T T
Na(V) = &nea)Q{ <CV ,A> = aneagTr(VC A), (14)

where A € @ = {A | Al < 1,A € RIFIX™} is a matrix of auxiliary vari-

ables. The difficulty to solve the optimization problem in Equation (8) is the
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non-smoothness of the graph penalty 2¢(V). Here we introduce smooth ap-
proximation to 2¢(V) as follows

T
fu(V) = max (CV' A) —ud(A), (15)
where u is the smoothness parameter and d(A) is defined as }||A[|%. It is easy
to prove that f, (V) is convex and smooth. Replace 2¢(V) in Equation () with
fu(V), we get the final optimization equation

arg min IX = BVI[5 +7fu(V) + AV, (16)
e mXn

Then, above optimization Equation (I8 can be solved by smoothing proximal
gradient method.

3.3 Discussion

In this subsection, we give a detailed comparison between our coding method
and the traditional sparse coding. Besides, we give the difference between our
coding method and the Laplacian sparse coding which is, to our best knowledge,
the most similar published method to ours.

Our GFP-SC vs. Traditional Sparse Coding: The basic idea of our method
is shown in (a) of Figure [Il Naturally, the densely sampled SIFT features in an
image are connected with each other by their spatial and visual information.
Traditional sparse coding discards the contextual structure information while
our coding method effectively retains all this kind of information. Besides, (b) of
Figure [l shows a toy example about the detailed difference between traditional
sparse coding and our coding method. What is noteworthy is that local features
z, y and z are three adjacent local features sampled in (a), but z is much more
similar with y than z in visual space. In traditional sparse coding, coding pro-
cesses for z, y and z are carried out independently. Without loss of generality,
we assume that visual words {by,bo,b3} are assigned to x, {b1,ba,bs} are as-
signed to y and {b4, bs,bs} are assigned to z. In this case, we can see that the
visual words {bs, b5, bs} assigned to z are much more different from {by, ba, bs}
assigned to y than {b1, be, b3} assigned to z, though z is much more similar with
y than z in visual space. However, if we consider the constraint of graph-guided
fusion penalty, the visual words {b4, b5, b} assigned to local feature y are the
same as visual words of z. Thus, our GFP-SC method will definitely alleviate
the sensitiveness of the traditional sparse coding.

Our GFP-SC vs. Laplacian Sparse Coding: From Equation (§) and Equa-
tion (@), it is easy to find that both Laplacian sparse coding and our coding
methods introduce new regularization items to take the contextual structure in-
formation into account. Here, we show the differences between our graph-guided
fusion penalty based sparse coding method and the Laplacian sparse coding
method. (1) From equations (@) and (@), we can see that the 1 norm is used
in our method to construct the graph-guided fusion penalty while [2 norm is
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Code vectors(V)

Tradit'ional Local features(X) Our coding
coding
[ ] b5 .bs
[ y b, y
» & o b & s o bg
. b, P .z .bz é ®,
® b4 ® bs
X ® b3 X L ) |:)3
Traditional coding Our coding
(b)

Fig. 1. Illustration of the difference between traditional sparse coding and our improved
sparse coding method (GFP-SC). (a) Traditional sparse coding discards the contextual
structure information while our coding method retains all this kind of information. (b)
Note that x, y, z are adjacent local features sampled in (a), but z is much more similar
with y than x in visual space. Our method is more likely to assign similar visual words
(purple points) to similar local features in visual space.

used in the Laplacian sparse coding. In this case, code vectors computed from
similar local features by our method are almost identical except several elements
where related visual words are different. (2) We construct a sparse matrix C to
regularize the code vectors other than the Laplacian matrix L in the Laplacian
sparse coding method. (3) Only the structure information in local feature space
is considered in Laplacian sparse coding method while our method combines
the structure information in both feature space and spatial space as shown in
Equations (@), (I0) and () respectively. (4) Due to the time complexity, only
an approximate solver was given in [§]. The contextual structure information is
introduced from a subset of sampled local features. In contrast, our formulation
can be solved using the smoothing proximal gradient method efficiently, where
all the local features are encoded simultaneously. Thus the more complete con-
textual structure information can be retained to the code vectors after coding.

4 Experiments

To validate the effectiveness of our GFP-SC method for image classification, we
compare it with 4 state-of-the-art local feature coding methods which are denoted
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as: ScSPM(linear spatial pyramid matching using sparse coding) [19], LLC(locality-
constrained linear coding)[I8], LSC(localized soft-assignment coding)[13] and
LScSPM(laplacian sparse coding)[§].

4.1 Implementation Details

Since there are always tens of thousands of local features contained in each
image, it is time consuming to solve Equation (@) for all SIFT features in each
image. In this paper, we adopt a simple trick to speed up our structured coding
algorithm. We use SLIC (Simple Linear Iterative Clustering) algorithm [I] to
segment each image into smaller regions. Then, our graph-guided fusion penalty
based sparse coding (GFP-SC) algorithm is applied in each image region. We
choose the parameter of the initial image region size for the SLIC method to be
60. Bigger initial region size for the SLIC method leads to higher accuracy but
also more computation time [1].

To fairly compare with ScCSPM, LL.C and LSC, we use the publicly available
source codes provided by the authors. For these three feature coding methods
and our GFP-SC, we use the same experimental setup in all 5 steps (mentioned
in Section [l of the image classification except the feature coding step. We use
same image size and same training/testing splits on each dataset. In feature
extraction, single scale SIFT features (16 x 16) with step size 4 are extracted.
We also use the same codebook trained by k-means clustering in advance. Max-
pooling is used for pooling and a 3 levels SPM with 1 x 1, 2 x 2, 4 x 4 cells
is used for concatenating. For the linear SVM used in ScSPM, LLC, LSC and
our GFP-SC methods, we adopt the same code from Liblinear [6] instead of the
different implementations provided by authors of the three baseline methods.

To compare with LScSPM, we borrow the results reported in [8], because the
authors do not share their codes for comparison.

4.2 Results and Analysis

The experiments are conducted on three popularly used datasets in the litera-
tures: Caltech101 [7], UTUC 8-Sports [12], 10 class Corel dataset [16]. On each
dataset, all the results shown in Table [I] are calculated by averaging the accura-
cies of 10 random training/testing splits.

Following are details of the three datasets. Caltech101 [7] contains 9144
images of objects with 101 classes. Each image is resized to be no bigger than
300 in height and width. We use 30 images for training and remaining images
for testing in each split. The accuracies are shown in the first column of Table[Il
UIUC 8-Sports dataset contains 1579 images of 8 category sport events [12].
Each image is resized to be no bigger than 400 in height and width due to the
high resolution of images in this dataset. We use 70 images for training and 60
images for testing in each split. The accuracy results are shown in the second
column of Table [II 10-Corel dataset contains 1000 images with 10 categories
[16]. Each image is resized to be no bigger than 300 in height and width. We
use 50 images for training and 50 images for testing in each split. The accuracy
results are shown in the third column of Table [
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Table 1. Accuracies on 3 data sets

Method Caltech101 Sports8 Corell0

ScSPM [19] 73.0+1.1 86.0+0.8 87.8+1.0
LLC [18] 72.3£0.8 86.4+1.6 88.4+1.3
LSC [13] 73.2+1.2 86.2+1.5 88.3+0.8
GFP-SC 74.1+1.0 87.9+1.4 89.1+1.4

LScSPM [§] - 85.3+0.5 88.4+0.8

From Table [Il we can see that the classification accuracies for the first three
baseline coding methods are almost the same. Compared with these three base-
line methods, our coding method makes 1% increases of the accuracies on all
three datasets. Due to the difficulty of these datasets, a slightly even smaller
than 1% improvement is acceptable as reported by recent top-level literatures in
computer vision. Thus we believe our graph-guided fusion penalty based sparse
coding method is effective by incorporating the structured contextual informa-
tion ignored in other coding methods. Authors of [§] only give an approximate
algorithm where the codebook B and V are optimized iteratively. Nevertheless,
our coding method still shows competitive results on the last two datasets by
only using a fixed codebook B.

5 Conclusions

In this paper, we propose a novel graph-guided fusion penalty based sparse cod-
ing for image classification. Combined with the contextual structure information
among local features, our algorithm tends to encode the similar local features
into similar code vectors. Our method is implemented based on the the smooth-
ing proximal gradient method. Experimental results on three popularly used
datasets demonstrate the effectiveness of our coding algorithm compared with
four state-of-the-art feature coding methods.
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