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Abstract In this paper, we propose a novel semi-supervised multi-category classification
method based on one-dimensional (1-D) multi-embedding. Based on the multiple 1-D
embedding based interpolation technique, we embed the high-dimensional data into sev-

eral different 1-D manifolds and perform binary classification firstly. Then we construct
the multi-category classifiers by means of one-versus-rest and one-versus-one strategies
separately. A weight strategy is employed in our algorithm for improving the classifica-
tion performance. The proposed method shows promising results in the classification of

handwritten digits and facial images.

Keywords: multi-category classification; 1-D embedding; semi-supervised learning.

AMS Subject Classification: 22E46, 53C35, 57S20

1. Introduction

Multi-category classification problems are widespread in our life. Various methods

have been proposed to deal with the multi-category classification problems. Beyesian

methods4,13,15 based on the statistical theory use prior information to construct

statistical models to estimate the unknown samples. These methods are valid when

the number of training samples is sufficiently large and the samples obey some

distributions. To deal with more general cases, k-nearest neighbor method,19 neural

networks,12 support vector machine (SVM) methods8 are proposed. Among these

methods, SVM is widely used and shows good performance in handling multi-class

classification tasks. Based on several binary classifiers, SVM uses one-versus-rest or
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one-versus-one strategy to construct the multi-category classifier. It disassembles the

multi-category classification problem into several binary classification problems.8

When the dimensionality of data is huge and the number of available train-

ing samples is limited, the multi-category classification becomes a challenging task.

With limited training samples, the performance of classifiers usually deteriorates

as the dimensionality increases, which is the so called Hughes phenomenon.9 To

deal with the high dimensional data, some dimension reduction methods have been

proposed to embed the high dimensional data into an underlying lower dimensional

manifold.14,16 To handle the small-sample-sized problems, some semi-supervised

learning methods have been established to exploit both a large amount of unlabeled

samples and limited labeled samples.5,20 By utilizing the geometrical structure in-

ferred from both labeled and unlabeled data, recently, a new one-dimensional (1-D)

manifold embedding method has been proposed in Ref. 17 to solve semi-supervised

classification problems. By embedding the high dimensional data into a 1-D space,

the decision function on original high dimensional data can be substituted by a uni-

variate function on a 1-D space. In this paper, we propose a 1-D multi-embedding

multi-category classification method to deal with the high dimensional data. The

proposed method constructs multi-category classifiers based on binary classifiers

using one-versus-rest or one-versus-one strategy. It first maps all the samples into

a line using multiple 1-D embedding, then generates binary classifiers by interpo-

lation functions,17,18 and finally constructs the multi-category classification deci-

sion function by one-versus-rest and one-versus-one methods. Based on 1-D multi-

embedding multi-category classification method, the classification of data with high

dimensional complex structure is simplified to an easier 1-D classification problem,

which can be effectively solved by a linear interpolation technique. In addition, a

novel one-versus-rest technique based on majority voting of autodidactic interpola-

tion function values is constructed to handle the 1-D multi-category classification

problem.

The rest of this paper is organized as follows. Section 2 gives a detailed descrip-

tion of multi-category classification method based on the 1-D multi-embedding.

The experimental results and analysis are provided in Section 3. Section 4 gives a

summary of our work.

2. Multi-category classification based on 1-D multi-embedding

Given a sample set S = {(x1, y1), · · · , (xn, yn)} with xi ∈ Rm and yi ∈ Y =

{1, · · · , k}, the task of k-class classification is to construct a decision function la-

beling each test sample. In this section we will give a brief introduction on the 1-D

embedding method17 and propose an algorithm for multi-category classification.

2.1. 1-D multi-embedding

Let X = {xi}ni=1 ⊂ Rm be a given data set, and d(·, ·) be a distance function

measuring the distance between points in the data set. The 1-D multi-embedding
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method for a given data set is proposed by J. Wang in Ref. 17. Here we give an

outline for this method. Please refer to Ref. 17 for more details.

Assume that the initial order of samples in X is arranged as x = [x1, x2, · · · , xn].

First one finds a permutation operator P (derived from the index permutation π),

such that x̂ = PX = [x̂1, x̂2, · · · , x̂n] has a nearly shortest path, by solving the

following minimization problem:

x̂ = argmin
P

n−1∑
j=1

d(x̃j , x̃j+1), x̃j = xπ(j). (2.1)

It leads to the ordered stack x̂ = [x̂1, x̂2, · · · , x̂n]. Second, a mapping h : X → R,

h(x̂j) = tj , t1 = 0, tj+1 − tj = d(x̂j+1, x̂j), j = 1, 2, · · · , n− 1 (2.2)

yields a 1-D embedding of X. Considering that the interval [t1, tn] may be different

in different permutations, it adjusts the interval [t1, tn] to [0, 1] at last. That is, the

map h : X → [0, 1] gives a 1-D embedding of X.

When the starting point in (2.1) is different, the resulting 1-D embedding or

the shortest path is different. Assume there are s different paths and mappings

hi, 1 ≤ i ≤ s, the vector h = [h1, h2, · · · , hs] gives a 1-D multi-embedding of X.

2.2. The binary classifier based on 1-D multi-embedding

Let h : X → [0, 1] be a single 1-D embedding associated with the permutation P

such that h(PX) = T = {t1, t2, · · · , tn} with t1 = 0, tn = 1. Assume that f is a

binary classifier on X, whose values on the subset X0 ⊂ X are known. For x ∈ X0,

f(x) = +1 or f(x) = −1, where +1 and −1 denote the labels of two different

classes respectively. The 1-D embedding h converts the classifier f on the original

high dimensional data X to a classifier f̃ on 1-D interval [0.1] such that

f̃ = f ◦ (P−1 ◦ h−1).

In this framework, f̃ will be learned instead of the target function f . Note that the

values of f̃ are known on the subset T0 = h(PX0). Hence, a simple 1-D learning

algorithm can solve the task and obtain an approximation of f̃ , such as polyno-

mial interpolation methods on interval [0, 1]. Due to the lost of information in the

embedding from high dimensional space to 1-D space, a binary classifier built on

a single 1-D embedding is quite weak. To overcome the problem, it employs 1-D

multi-embedding.17

Assume that a 1-D multi-embedding h = [h1, h2, · · · , hs] of X has been given.

For each embedding hi, a univariate function f̃i = f ◦ (P−1
i ◦h−1

i ), 1 ≤ i ≤ s can be

constructed. Assume that T i = {ti1, ti2, · · · , tin} with ti1 = 0, tin = 1 is the image of

X under the embedding hi : T
i = hi(PiX), and the labeled set X0 is mapped onto

T i
0 = hi(PiX0). Then each f̃i yields an approximation of f in the following way:

f∗
i = f̃i ◦ (hi ◦ Pi). (2.3)

https://www.researchgate.net/publication/220319905_Manifold_Regularization_A_Geometric_Framework_for_Learning_from_Labeled_and_Unlabeled_Examples?el=1_x_8&enrichId=rgreq-74b701aa55495276eb0150427fdf93be-XXX&enrichSource=Y292ZXJQYWdlOzI4OTk4MzMyNDtBUzozMTk4NDI0NDIyNTIyOTFAMTQ1MzI2Nzc4OTAwMg==
https://www.researchgate.net/publication/220319905_Manifold_Regularization_A_Geometric_Framework_for_Learning_from_Labeled_and_Unlabeled_Examples?el=1_x_8&enrichId=rgreq-74b701aa55495276eb0150427fdf93be-XXX&enrichSource=Y292ZXJQYWdlOzI4OTk4MzMyNDtBUzozMTk4NDI0NDIyNTIyOTFAMTQ1MzI2Nzc4OTAwMg==
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The vector f∗ = [f∗
1 , f

∗
2 , · · · , f∗

s ] gives s different approximations of the binary

classifier f .

To improve the the quality of the approximations, an autodidactic interpolation

scheme is constructed to enlarge the labeled data set X0 in Ref. 17. Algorithm

1 shows the detail of the scheme on 1-D multi-embedding and gives the decision

function vector f∗ = [f∗
1 , f

∗
2 , · · · , f∗

s ].

Algorithm 1 Autodidactic interpolation scheme

Input: Data set X = {xi}ni=1 with labeled subset X0 ⊂ X.

Output: The decision function vector f∗ = [f∗
1 , f

∗
2 , · · · , f∗

s ].

Step 1 Construct the multi-embedding h = [h1, h2, · · · , hs] of X.

Step 2 While 1 Do

Step 2.1 T i ← hi(PiX); T i
0 ← hi(PiX0), 1 ≤ i ≤ s.

Step 2.2 Construct f∗ = [f∗
1 , f

∗
2 , · · · , f∗

s ] using interpolation operator.

Step 2.3 Update feasible confident set Xconf , and set X1 = X0

∪
Xconf . If X0 ̸=

X1, set X0 = X1; else if X0 = X1, break.

End While

Step 3 Construct f∗ = [f∗
1 , f

∗
2 , · · · , f∗

s ] using Step 2.1 and Step 2.2.

Remark 2.1. In algorithm 1, the feasible confident set is constructed as follows:

Xconf ⊂ Xf satisfies |Xconf | = p|Xf |, 0 < p < 1, where Xf = {x ∈ X\X0;σ(x) ≤ ϵ}
with σ(x) = 1

s

∑s
i=1

√
(sgn(f∗

i (x))− 1
s

∑s
j=1 sgn(f

∗
j (x)))

2 and ϵ > 0 is a constant.

The signum function, denoted sgn(x), is defined as sgn(x) = 1 if x > 0, = −1
otherwise.

2.3. Multi-category classification based on 1-D multi-embedding

We employ two popular methods, one-versus-rest and one-versus-one8 to solve the

multi-class classification problem based on a series of binary classifiers. Let k be the

number of classes.

2.3.1. One-versus-rest method based on 1-D multi-embedding

The main idea of one-versus-rest method is to construct k binary classifiers, where

the j-th binary classifier is learned based on the assumption that all of labeled

samples in the j-th class have positive labels while all other labeled samples have

negative ones.

In the one-versus-rest multi-category classification case, k binary decision func-

tion vectors f1, f2, · · · , fk will be constructed respectively as described in subsection
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2.2, where f j = [f j
1 , f

j
2 , · · · , f j

s ] gives s approximations of the binary classifier be-

tween j-th class and the others, 1 ≤ j ≤ k. For each sample x, let

pj(x) =
1

s

s∑
i=1

sgn(f j
i (x)) (2.4)

be the binary decision function.

Based on these k decision function vectors, p1(x), p2(x), · · · , pk(x) are con-

structed. For the sample x ∈ X, we denote

M = {m : pm(x) = max
1≤j≤k

pj(x), 1 ≤ m ≤ k} (2.5)

as a alternative label set. If |M | = 1, we label x by the only label inM . In particular,

if ∃1 ≤ m1,m2 ≤ k, satisfy pm1(x) = pm2(x) = max
1≤j≤k

pj(x), we compute the average

wj(x) =
1

s

s∑
i=1

f j
i (x) (2.6)

as the weight that x is labeled as j. If wm1(x) > wm2(x), we assign x to the classm1,

else if wm1(x) < wm2(x), we assign x to the classm2. In case that wm1(x) = wm2(x),

we randomly draw one of them as the class label of x. Algorithm 2 shows the one-

versus-rest method based on 1-D multi-embedding.

Algorithm 2 One-versus-rest method based on 1-D embedding

Input: k binary decision vectors f1, f2, · · · , fk, where f j = [f j
1 , f

j
2 , · · · , f j

s ].

Output: The multi-classifier L.

Step 1 Calculate [p1(x), p2(x), · · · , pk(x)] :

pj(x)← 1

s

s∑
i=1

sgn(f j
i (x)), 1 ≤ j ≤ k.

Step 2 Update the alternative label set of the sample x by (2.5).

Step 3 If |M | = 1, then set

L(x)← arg max
1≤j≤k

pj(x);

else calculate wj(x)← 1
s

∑s
i=1 f

j
i (x), j ∈M , and set

L(x)← argmax
j∈M

wj(x).
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2.3.2. One-versus-one method based on 1-D multi-embedding

Algorithm 3 One-versus-one method based on 1-D embedding

Input: k(k−1)
2 binary decision function vectors f i,j , 1 ≤ i < j ≤ k.

Output: The multi-classifier L.

Step 1 Calculate k(k−1)
2 binary decision function:

gi,j(x)← 1

s

s∑
n=1

sgn(f i,j
n (x)), 1 ≤ i < j ≤ k.

Step 2 For 1 ≤ i < j ≤ k,

ĝi,j(x) =

{
i, gi,j(x) > 0,

j, gi,j(x) < 0.

Step 3 Update the alternative label set by

M ← {m : |Sm| = max
1≤l≤k

|Sl|, 1 ≤ m ≤ k},

where Sl = {gi,j(x) : ĝi,j(x) = l}, 1 ≤ l ≤ k.

Step 4 If |M | = 1, then set

L(x)← arg max
1≤l≤k

|Sl|;

else calculate wm(x) = 1
|Sm|

∑
gi,j∈Sm

|gi,j(x)|, m ∈M , and set

L(x)← arg max
m∈M

wm(x).

The one-versus-one method first constructs binary classifiers between any two

different classes, and then uses voting method to generate the final multi-category

classification decision function.

Picking up the samples belonging to i-th and j-th classes, the decision function

vector f i,j = [f i,j
1 , f i,j

2 , · · · , f i,j
s ] is constructed using the method in subsection 2.2,

where f i,j
m (1 ≤ m ≤ s) is a approximation of binary classifier between i-th class and

j-th class. Assume samples in i-th class have positive labels while the samples in

j-th class have negative ones, the binary decision function gi,j can be constructed

using the method described in one-versus-rest method, which is represented as

gi,j(x) =
1

s

s∑
m=1

sgn(f i,j
m (x)). (2.7)

Hence, gi,j(x) ∈ [−1, 1].
After all k(k−1)

2 functions gi,j(1 ≤ i < j ≤ k) have been constructed, each sample

has been labeled k(k−1)
2 times. The class of the sample x is given by the majority
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voting rule. More precisely, we define

ĝi,j(x) =

{
i, gi,j(x) > 0,

j, gi,j(x) < 0,
(2.8)

and divide the k(k−1)
2 functions gi,j into k sets S1, · · · , Sk such that Sl =

{gi,j : ĝi,j(x) = l}.
Let cl be the cardinality of Sl: cl = |Sl|. If cm̃ is the unique largest number

among cl, 1 ≤ l ≤ k, then we assign x to class m̃. Otherwise, say cm1 = cm2 =

max{cl, 1 ≤ l ≤ k}, we compute wm1(x) =
1

|Sm1 |
∑

gi,j∈Sm1
|gi,j(x)| and wm2(x) =

1
|Sm2 |

∑
gi,j∈Sm2

|gi,j(x)|. If wm1(x) > wm2(x), then we assign x to the class m1,

else if wm1(x) < wm2(x), then we assign x to the class m2. In case that wm1(x) =

wm2(x), then we assign x to either the class m1 or the class m2 at random. In a

straightforward way, we may apply the voting rule for the case that there are more

than 2 subsets achieving the maximal cardinality.

3. Experimental results

The performance of the proposed method is evaluated on two well-known handwrit-

ten digit data sets, MNIST,11 USPS10 and a Yale face7 data set. In MNIST, USPS

and Yale, a digit or face is originally represented as a c × c matrix, where c = 28

for MNIST, c = 16 for USPS, and c = 100 for Yale. To reduce the shift-variance, a

distance between x = (xi,j)
c
i,j=1 and y = (yi,j)

c
i,j=1 is defined by (3.1).17

d(x, y) = min
|i′−i|≤1,|j′−j|≤1

√√√√c−1∑
i=2

c−1∑
j=2

(xi,j − yi′,j′)2 (3.1)

In our experiments, a digit is represented as a c× c = c2 dimensional vector, so the

data set can be rewritten as X = {xi}ni=1 where xi is a c2 dimensional vector. In

data set X, only a subset X0 is labeled.

3.1. Classification on MNIST

In this section, the sample subsets of MNIST handwritten digits are chosen accord-

ing to Ref. 17. For digits in {1, 2, 3, 4, 5, 6, 7, 8, 9, 0}, 200 samples for each digit are

randomly selected so that |X| = 2000 and X ⊂ R784. In each experiment, we choose

2, 4, · · · , 20 samples from each digit as the labeled samples randomly, therefore, the

initial labeled set X0 has the size 20, 40, · · · , 200, respectively.
We first consider the one-versus-rest classification method. Let the initial labeled

samples selected from 1-th class be labeled by +1 and other labeled samples be

labeled by −1. In the experiment, we construct the iteration scheme enlarging the

labeled set to improve the algorithm, and the ratio of digits in Class +1 to digits

in Class −1 is kept to be r = 1 : 9 in each updated labeled set. In the experiment,

we employ s = 3 in iteration scheme and s = 10 in the last step in algorithm 1.
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By the means of step 2.1 and step 2.2 in algorithm 1, the function vector f∗ =

[f∗
1 , f

∗
2 , · · · , f∗

s ] is obtained based on the labeled set X0. In the experiment, Xf is

divided into two subsets as follows:

X+
f = ∩si=1{x ∈ X\X0; f

∗
i (x) > 0}, X−

f = ∩si=1{x ∈ X\X0; f
∗
i (x) < 0}.

Given a constant p = 0.5, we select X+
conf ⊂ X+

f and X−
conf ⊂ X−

f satisfying:

(1) |X+
conf | ≤ p|X+

f |, |X
−
conf | ≤ p|X−

f |;
(2) |X+

conf | : |X
−
conf | = r.

The feasible confident set is constructed as Xconf = X+
conf

∪
X−

conf and the labeled

set is updated as X0 = X0

∪
Xconf . In the last iteration, the decision function

vector f1 is given.

Repeating the above procedures, let initial labeled samples selected from m-th

class (2 ≤ m ≤ k) be labeled by +1 and other labeled samples be labeled by −1.
The decision function vector fm(2 ≤ m ≤ k) is constructed by interpolation based

on 1-D multi-embedding.

When k binary decision function vectors f1, f2, · · · , fk are constructed, k binary

decision functions p1(x), p2(x), · · · , pk(x) are constructed by (2.4), a sample xi is

labeled to the class corresponding to maximal decision function value. If more than

one class achieve the maximal value, we compare their weights to decide the label

of the sample as mentioned in algorithm 2.

In the one-versus-one method, let the initial labeled samples selected from i-th

class and j-th class be labeled by +1 and −1, respectively, where 1 ≤ i < j ≤ k.

According to algorithm 3, k(k−1)
2 binary decision functions can be constructed, then

each sample is labeled k(k−1)
2 times. Based on the majority voting method, the final

label for each sample can be obtained.

In the experiments, our 1-D multi-embedding multi-category classification

method is compared with SVM,3 Laplacian SVM,1 random forest,2 KNN method

and adaboost algorithm.6 The one-versus-rest (1-v-r) and one-versus-one (1-v-1)

1-D multi-embedding multi-category classification methods are compared with the

corresponding 1-v-r SVM and Laplacian SVM, 1-v-1 SVM and Laplacian SVM,

respectively.

Fig. 1 shows the average accuracy of different algorithms on MNIST. It clearly

shows that our method gives the best results using different number of labeled

samples per class. Especially, when the number of labeled samples per class is 2,

the accuracy of other algorithms is about 60% while our algorithm almost correctly

classifies all the samples. Except for 1-v-r 1-D multi-embedding multi-category clas-

sification method, the 1-v-r Laplacian SVM provides the best results because it uses

both the labeled and unlabeled samples. Fig. 2 shows the average accuracies of our

proposed 1-v-1 1-D multi-embedding multi-category classification method, 1-v-1

SVM, 1-v-1 Laplacian SVM, random forest, KNN method and adaboost algorithm.

Similar to Fig. 1, our method shows the best classification performance even if the

labeled set is extremely small.
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the number of labeled samples in each class
(randomly selected from 200 samples in each class)
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Fig. 1. Comparison of 1-v-r 1-D multi-embedding multi-category classification method and other

methods on MNIST.
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Fig. 2. Comparison of 1-v-1 1-D multi-embedding multi-category classification method and other

methods on MNIST.

3.2. Classification on USPS

For digits in {1, 2, 3, 4, 5, 6, 7, 8, 9, 0}, 200 samples for each digit are randomly se-

lected so that |X| = 2000 and X ⊂ R256. In each experiment, choose 2, 4, · · · , 20
samples from each digit as the labeled samples randomly, therefore, the initial la-
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beled set X0 has the size 20, 40, · · · , 200, respectively.

the number of labeled samples in each class
(randomly selected from 200 samples in each class)
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Fig. 3. Comparison of 1-v-r 1-D multi-embedding multi-category classification method and other
methods on USPS.
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Fig. 4. Comparison of 1-v-1 1-D multi-embedding multi-category classification method and other
methods on USPS.

Figs. 3 and 4 show the average accuracy of different methods on USPS data. It

can be seen that our method shows consistent better results than other methods
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even in the case of extremely limited labeled samples.

3.3. Classification on Yale face data

In this experiment, we use the proposed 1-D multi-embedding multi-category clas-

sification methods to classify the face images in Yale face data set. The Yale data

set has 15 classes, and each class contains 11 pictures. The size of each face image

is 100× 100, so the data X ⊂ R10,000. We randomly select 1, 2, 3, 4, 5 samples from

each class to form the labeled set. Fig. 5 and Fig. 6 show the average accuracy

of different methods. The proposed method provides the best results in all cases,

which demonstrates that the 1-D multi-embedding method is very effective for the

classification of high dimensional data.
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(randomly selected from 200 samples in each class)

1 2 3 4 5

A
cc

ur
ac

y 
(%

)

0

20

40

60

80

100

1-v-r 1-D interpolation
1-v-r svm
1-v-r lapsvm
random forest
knn
adaboost

Fig. 5. Comparison of 1-v-r 1-D multi-embedding multi-category classification method and other
methods for face recognition on Yale face data.

4. Conclusion

In this paper, a multi-category classification method based on 1-D embedding of

the data has been proposed. The 1-D multi-embedding method transfers the com-

plex high dimensional classification problem to a simple 1-D interpolation classifi-

cation problem. In the 1-D space, the binary classifier is represented as a univari-

ate function. By means of one-versus-rest and one-versus-one techniques, a multi-

category classifier is generated on the basis of several binary classifiers on 1-D

multi-embeddings. Experimental results have shown that the 1-D multi-category

classification method is very effective to handle high dimensional data with only

limited labeled samples.
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Fig. 6. Comparison of 1-v-r 1-D multi-embedding multi-category classification method and other

methods for face recognition on Yale face data.
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