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Abstract—The overall visual attributes (e.g., aesthetics) of Web
pages significantly influence user experience. A beautiful and well
laid out Web page greatly facilitates user access and enhances the
browsing experience. In this paper, a new method is proposed to
learn an assessment model for the (visual) aesthetics of Web pages.
First, multimodal features (structural, local visual, global visual,
and functional) of a Web page that are known to significantly
affect the aesthetics of a Web page are extracted to construct a
feature vector. Second, the interuser disagreement of aesthetics is
analyzed and novel aesthetic representations are obtained from
the multiuser ratings of a page. A structural learning algorithm is
proposed for the new aesthetic representations. Third, as a Web
page’s functional purpose also affects the perceived aesthetics, we
divide Web pages into different types using functional features,
and a soft multitask fusion learning strategy is introduced to
train assessment models for pages with functional purposes.
Experimental results show the effectiveness of our method: 1)
the combination of structural, local, and global visual features
outperforms existing state-of-the-art Web aesthetic features; 2)
the proposed structural learning algorithm achieves good results
for the new aesthetic representations; and 3) the proposed soft
multitask fusion learning strategy improves the performances of
aesthetics assessment models.

Index Terms—Aesthetic features, fusion, local features, multi-
task learning, visual aesthetics, web pages.

I. INTRODUCTION

B ESIDES providing information, Web pages serve as user
interfaces to the Internet. The Internet is indispensable in

people’s daily lives. This makes the design of visually appealing
Web pages an important matter. Human–computer interaction
(HCI) studies suggest that aesthetics enhance positive feelings
toward Web-based applications and have important implications
for user experience [10], [46], [48]. Psychological experiments
were conducted to examine the effects of Web page aesthetics on
usability [8], [12] and credibility [13], [14]. The results showed
that visually appealing Web pages are perceived to be easier to
use and access than poorly designed Web pages, and Web pages
with better aesthetics are usually regarded as more credible.
Phillips and Chapparro [23] found that the users’ impression of

Manuscript received April 13, 2015; revised August 28, 2015, November 30,
2015, and February 28, 2016; accepted February 29, 2016. Date of publication
March 04, 2016; date of current version May 13, 2016. This work was supported
by the National Science Foundation China under Grant 61379098. The associate
editor coordinating the review of this manuscript and approving it for publication
was Dr. Martha Larson.

O. Wu, W. Hu, and B. Li are with the National Laboratory of Pattern Recog-
nition, Institute of Automation, Chinese Academy of Sciences, Beijing 100190,
China (e-mail: wuou@nlpr.ia.ac.cn; wmhu@nlpr.ia.ac.cn; bli@nlpr.ia.ac.cn).

H. Zuo is with the School of Engineering, China University of Petroleum,
Qingdao 266580, China (e-mail: zhqupc@upc.edu.cn).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TMM.2016.2538722

a Web page’s usability is most significantly influenced by the
visual appeal of that page.

Given that aesthetics are very important for Web pages, there
is an increasing number of studies that discuss the automatic
evaluation of Web pages’ aesthetics. A learned automatic aes-
thetics assessment model for Web pages plays a significant role
in many Web-based applications. Some potential applications
include the following.

1) Current search engines rank Web pages according to rel-
evance scores. However, the aesthetics also affects the
usability of a Web page and the users’ interaction with it
[8]. For example, studies in [12] showed that the effect of
page size ratio on the Web information retrieval is statisti-
cally significant. In essence, relevance meets users’ infor-
mation needs while aesthetics meets the user experience
needs. Given two pages with approximately equal rele-
vance scores, users are likely to prefer the higher-aesthetic
page. Thus, aesthetics can be used as an additional factor
to rank Web pages.

2) Designers assess the aesthetics of the Web pages during
the design stage. However, existing studies showed that
designers do not always have the same kinds of impres-
sions as users [17], [57]. Therefore, an effective, third-
party Web aesthetics assessment tool is needed for de-
signers to evaluate pages from the point view of the users.

Computational aesthetics receives much attention in recent
years and mainly addresses the evaluation of Web images and
videos [60]–[63]. The measurement of the aesthetics of Web
pages receives little attention in the computational aesthetics
field. To advance the research on Web aesthetics, this paper
investigates the key issues in the assessment of the aesthetics
of Web pages to construct an automatic aesthetics assessment
model. The proposed method falls into a classical pattern recog-
nition framework and employs many computational aesthetics
techniques from images. Our proposed method is original in the
following ways.

1) New features are used. The studies on image visual aes-
thetics reveal that local visual features are highly related to
the aesthetics [40]. Unlike most previous works (including
our previous studies [20], [31]) on Web appearance anal-
ysis, in which only global features are considered, both
local and global features are extracted in our method. For
the local features, the textual information is taken into
account, because it plays an important role in the visual
perception of Web pages. The functional features of a Web
page are also considered. No existing studies on aesthetic
evaluation of Web pages consider both the local and func-
tional features of Web pages. Because the three kinds of
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features (structural, local and global visual features) char-
acterize different aspects of the visual appearance of a Web
page, they are complementary to each other. Accordingly,
the combination (e.g., a simple averaging strategy) of the
three kinds of features can reduce the prediction errors
and produce good results.

2) New aesthetics representations are presented based on the
statistical analysis of user perceptions of the aesthetics
of Web pages. The new representations can more effec-
tively capture the inter-user disagreement of the perceived
aesthetics of Web pages. This new type of aesthetics rep-
resentations is not explored in our previous studies [20],
[31], [42]. This new type of representations is particu-
larly useful when Web designers concern the proportion
of unsatisfied users.

3) Two learning strategies are proposed. First, a structural
regression algorithm is proposed to learn the aesthetics
assessment model when the aesthetic representation (i.e.,
the label type of the aesthetics for each page) is a vec-
tor instead of a scalar value (i.e., a categorical label or
a score). This algorithm is similar to the algorithm sup-
port vector distribution regression used in our previous
work [42]. Nevertheless, the label types for the two al-
gorithms are different. Second, we divide Web pages into
different functional purposes according to their functional
features. For each functional purpose, an evaluation model
is learned. Considering that multi-task (MT) learning is
proven to promote significantly the learning performances
of multiple correlated learning tasks [52], a soft MT fu-
sion learning approach is introduced to train evaluation
models for all the functional purposes simultaneously. In
our previous studies [20], [31], the functional purpose of
Web pages is not considered. The experimental results
suggest that the proposed structural regression algorithm
outperforms conventional learning algorithms that predict
the quantities of the new aesthetic representation indepen-
dently, and the soft MT fusion learning approach obtains
better results than conventional learning algorithms which
ignore the functional purposes of Web pages.

The remainder of this paper is organized as follows. Section
II briefly reviews related work. Section III contains an over-
all description of the proposed method. Section IV describes
the features used in this work. In Section V, the inter-user dis-
agreement of the aesthetics scores of Web pages is discussed.
Section VI introduces the clustering of Web pages according to
their functional features. Section VII presents the new learning
algorithms. Experimental results are presented in Section VIII.
Section IX concludes this paper.

II. RELATED WORK

In the HCI and design research fields, many well-designed
experiments, based on cognitive psychology and user experi-
ence theories, were performed to find the critical factors related
to Web pages’ aesthetics [37], [44], [57], [58]. The conclu-
sions/observations of these experiments provide inspirations on
the design of automatic aesthetics evaluation models for Web

pages. Ivory et al. [45] extracted a 11-dimensional feature vec-
tor (e.g., word count, link count, page size) from the HTML
source codes to describe the appearance of a Web page and con-
ducted a qualitative analysis for pages from expert-rated Web
sites. They also considered the topical types of Web pages and
suggested that classification accuracy is increased when pages
from different topical types of Web pages are addressed sep-
arately. In [37], a simple rule was established to evaluate the
beautifulness of a Web page: Beautiful = 5.358 + 1.267 ∗
F ∗ 0.064 ∗ TLC, where “F” is a binary variable and “TLC”
is the number of main blocks in the page. Mirdehghani and
Monadjemi [43] evaluated the aesthetics using low-level visual
features including colors and textures. Ngo et al. [69] developed
several structural measures (e.g., cohesion, density) to assess the
aesthetics of the layouts of graphical displays. Their experimen-
tal analysis verified the effectiveness of their proposed structural
measures. Based on Ngo et al. method, Purchase et al. [70] ex-
tracted 14 structural metrics for Web pages and applied them to
assess the overall aesthetic appeal and usability of a Web page.
Inspired by the studies conducted by Ngo et al. [69], Zheng et al.
[32] firstly extracted low-level image metrics (i.e., color, inten-
sity, and texture) for a Web page and then applied them to derive
the page’s structural metrics (e.g., symmetry, balance) based on
the quadtree decomposition method. The derived structural met-
rics are used to calculate the aesthetic dimensions of a Web page.
Reinecke et al. [68], [71] constructed the first perceptual models
of visual complexity and colorfulness in Web pages based on
both color (e.g., hue, saturation) and structural (e.g., number of
image areas, symmetry) measures. Their experimental results
demonstrate that the two perceptual models alone can explain
much of the variance in users’ immediate aesthetic judgments
for Web pages.

Although great achievements have been made, there are still
several limitations in the previous literature. 1) Only a small
number of measures (or features) are considered in most exist-
ing works when constructing an assessment model. A few of
effective features can be visualized, and thus, can benefit de-
signers greatly. Nevertheless, a limited number of features may
lead to a learned assessment model having poor performances
when dealing with new Web pages. 2) The experimental data
are usually very limited, for example, in Mirdehghani and Mon-
adjemi [43], only 20 Web pages are used. 3) The inter-user
disagreement of aesthetics is ignored. Recently, to better cap-
ture the inter-user disagreement of the aesthetics, Wu et al. [42]
used the distribution of user ratings on the set of basic ratings
as the label to describe the aesthetics of an image. However,
as analyzed in [11], learning an assessment model under the
distribution representation requires a large amount of training
data. 4) The perceived visual appeal of a Web page is related to
its functionality [47]. Nevertheless, the functional purposes of
Web pages are usually ignored in the previous literature.

The most related study is the automatic aesthetics evalua-
tion of images and videos. An automated aesthetics assessment
of photographs/videos can help manage the ever-increasing
number of online photos/videos [19], [27], [60], [62], next-
generation photo/video retrieval, and photo/video editing [61],
[62]. Existing studies of aesthetics assessment for photographs
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Fig. 1. Overview of our proposed method for training an aesthetics assessment model.

and videos can be divided into three classes: 1) Extraction of
advanced features: Most existing studies fall into this category
[18], [21], [26], [60], [62]. Features are selected using special-
ized knowledge of photographs and the underlying mechanism
of the aesthetics of photos. 2) Utilization of sophisticated learn-
ing algorithms: A representative work can be found in [20], [24].
3) Application [25], [27], [63]: Bhattacharya et al. [27] pre-
sented an interactive system that enables users to improve the
aesthetics of photos based on a learned aesthetic metric. Yao
et al. [25] introduced new features and models to evaluate the
aesthetics of monochromatic photos and developed a compre-
hensive system to enhance the aesthetics of photos taken by
mobile devices. A recent survey by Joshi et al. [28] discussed
several key issues in the computational assessment of aesthetics
from images.

III. OVERVIEW OF THE PROPOSED METHOD

In this paper, we propose a new method to learn the aes-
thetics assessment models for Web pages by using multi-modal
features, new aesthetic representations, and new learning algo-
rithms. In our method, structural, visual, and functional features
are considered. The structural features are extracted based on the
structure mining of Web pages; the visual features of Web pages
are extracted using image processing techniques; the functional
features are extracted directly from the HTML codes. In learn-
ing an aesthetics assessment model, each training sample (a
Web page in our study) should have a label. A number of users
are invited to rate the training pages. A new aesthetic represen-
tation strategy is then proposed to produce a single aesthetics
label of a page from the multiple user ratings of the page. Given
that Web aesthetics is related to Web functionality [47], we train
aesthetics assessment models for pages with different functional
purposes using our proposed soft MT fusion learning algorithm.
An overview of our proposed method is shown in Fig. 1. The
method has four key components, namely, feature extraction,
labeling, functional-purpose clustering, and learning.

The feature extraction component obtains multi-modal fea-
tures related to the aesthetics of Web pages. Four categories
of features are considered: structural features (xs), local vi-
sual features (xlv ), global visual features (xgv ), and functional
features (xg ). The structural features include the number of

Web page blocks and the Web page ratio. The global features
include brightness, saturation, and texture of the image obtained
from the whole of a Web page. The local visual features are the
histogram of visual words for color, saliency, texture, and text.
The global visual features are obvious and easy to understand.
Almost all previous related studies on the appearances of Web
pages rely heavily on the global features of Web pages [20].
Numerous computer vision studies have recently suggested that
the local features, although not as apparent as global features,
are also very effective in representing visual objects including
images and videos [22], [40]. Based on these studies, the local
features are also considered in our method. Some typical func-
tional features include price, number of input boxes, and so on.
The price features indicate that a Web page is likely to be online
shopping.

The aesthetics labeling component has two steps: user rat-
ing and aesthetic representation. The first step collects the user
ratings from multiple users. The aesthetic representation step
outputs a numeric value (or numeric values) to reflect users’
preferences based on the collected user ratings of the page. This
numeric value (or values) of a Web page is just the aesthetics
label of each page.

The functional-purpose clustering component divides the
Web pages according to their functional features. Pages with dif-
ferent functional purposes have different design rules and may
also have different aesthetic criteria. Ideally, for each functional
purpose, the assessment model should be different. However,
there is no agreed-upon definition of functionalities for Web
pages,1 and there is no consensus about the complete set of dif-
ferent functionalities. Therefore, in our study, we do not classify
Web pages into pre-defined categories of functional purposes.
Instead, we run a clustering procedure to automatically divide
the training pages into subsets based on Web page functional
features. Each subset is regarded as a functional purpose. Once
the functional-purpose clusters are obtained, we are able to learn
aesthetics assessment models for each cluster.

The training component includes two learning algorithms.
First, in the learning of three single-modality assessment

1Five top-level functional purposes are defined in [50], namely, homepage,
information search page, information and resource page, online shopping, and
discussion forum.



WU et al.: MULTIMODAL WEB AESTHETICS ASSESSMENT BASED ON STRUCTURAL SVM AND MULTITASK FUSION LEARNING 1065

models, we propose a structural support vector machine (SSVM)
based learning algorithm to deal with the structural output under
the new aesthetic representation strategy. Second, a soft MT fu-
sion learning algorithm is proposed to learn the final assessment
model based on the scores of the three single-modality models
and functional-purpose clusters.

Once the final aesthetics assessment model and clustering
parameters are obtained, the aesthetics assessment of a new
Web page is carried out as follows: 1) extracting the struc-
tural features (xs), local visual features (xlv ), global visual fea-
tures (xgv ), and functional features (xg ) for the page; 2) assess-
ing the page using the three single-modal assessment models;
3) calculating the probability pm that the page belongs to the mth
functional-purpose cluster using xg and the functional-purpose
cluster parameters; 4) calculating the final assessment based on
the single-modal assessing results, the probabilities pm , and the
multi-modal aesthetics assessment model.

IV. FEATURES

A Web page’s aesthetics is influenced by a wide range of fac-
tors. We consider four classes of features that directly affect the
aesthetics: 1) structural features of the Web page’s layout, 2) lo-
cal visual features that reflect the visual perception of the details
of a Web page, 3) global visual features that reflect the overall
visual perception on a Web page, 4) functional features that re-
flect the functional purpose of a Web page. Before extracting the
local and global visual features, each Web page is transformed
into an image. In order to differentiate them from general im-
ages, the transformed images are called Web screenshots. They
are represented in the Red-Green-Blue (RGB), sRGB, and Hue-
Saturation-Value (HSV) color spaces as required.

A. Structural Features

Many well-known Web page segmentation algorithms are
proposed in the literature. The algorithms in [29], [59], [64],
[65] represent the structure of a segmented page using a block
tree. One classical block tree extraction algorithm is the visual-
based page segmentation algorithm (VIPS) proposed by Cai
et al. [29]. The root of the VIPS block tree is the whole page;
each block corresponds to a node; parent nodes are partitioned
into smaller child nodes (blocks); and all the leaf nodes (blocks)
form a flat segmentation of the whole page. As VIPS does not
output the layout of a Web page directly, the layout extraction
algorithm (V-LBE) in Wu et al. [20] is used. V-LBE derives the
main layout blocks of a page from the VIPS block tree. V-LBE
first selects all the layout block candidates whose sizes are above
a threshold and then deletes or inserts blocks to construct a set
of non-overlapped large blocks which cover or almost cover the
whole page. Once the main layout blocks are obtained by V-
LBE, three straightforward features inspired by Datta et al. [21]
are considered: the number of main layout blocks, the sum of
the width (L1) and the height (L2) of the enveloping rectangle
of all layout blocks (L1 + L2), and the enveloping rectangle’s
aspect ratio.

The complexity of structure has a significant effect on visual
perception. Hence, we use the number of leaf nodes and the

number of layers of the block tree to characterize the complexity
of the structure of a Web page.

B. Local Visual Features

The representation of an image by local features is a popular
technique in multimedia research. In the bag-of-words tech-
nique [34], [39] local feature extraction is carried out using the
following steps. 1) The regions are extracted. 2) A local de-
scriptor is used to extract interest points in each region. 3) The
extracted interest points are clustered, and the cluster centers
are considered as visual words. 4) The interest points of a new
image are extracted. Then, each point is assigned to a word (i.e.,
a cluster center), and the numbers of points assigned to each
word are the features for the new image.

Nishiyama et al. [40] first proposed the use of local features
in aesthetics assessment. The underlying assumption is that an
image can be seen as a collection of local regions with relatively
simple color variations in each region. This assumption is also
true for Web screenshots. Therefore, we also extract the local
features. Considering that there are distinct differences between
Web screenshots and images especially their functions, new
definitions of regions and new local descriptors are required.

1) Region Detection for Web Screenshots: Two types of re-
gions are extracted, namely, with-color-edge and without-color-
edge regions. The with-color-edge regions contain color edges,
while each without-color-edge region contains a uniform color.
First, a grid sampling technique is applied to a Web screenshot
to extract a set of fixed-sized local regions from equally spaced
positions. Fig. 2(a) shows two Web screenshots and Fig. 2(b)
shows the results of region detection. The entire Web screen-
shot is segmented by using the mean-shift-based segmentation
algorithm [38]. Then, for each region, the Otsu’s method [30] is
conducted to evaluate whether the region contains color edges.
In Fig. 2(b), the with-color-edge regions are shown in red and
the without-color-edge regions are shown in green.

Web pages usually contain many textual elements. Previous
empirical studies revealed that the colors of textual areas of
Web pages greatly affect readability and aesthetic scores [2],
[3]. Note that regions with texts have color edges. The textual
regions are detected within the with-color-edge regions. First,
a text detection algorithm is utilized. If the proportion of the
textual pixels to the whole pixels in a with-color-edge region
exceeds a certain threshold (In our experiments, the threshold is
set to 0.05), the with-color-edge region is classified as a textual
region. Fig. 2(c) shows the text detection results. Most texts in
the page are detected by the algorithm.

We use the text detection algorithm [67] in our experiments
and achieve very high accuracy in textural region detection.
This accuracy is due to the following reasons: 1) the back-
ground colors of texts are usually simple, and 2) the contrast
between the text colors and the background colors is usually
high. Fig. 2(d) shows the with-color-edge (red)/without-color-
edge (green)/textural (blue) region detection results for the pages
in Fig. 2(a).

2) Local Descriptor for Regions: Color harmony is impor-
tant for Web pages [33]. The local descriptor for each region
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Fig. 2. (a) Original pages, (b) region detection results, (c) text detection results, and (d) regions which contain texts.

requires two kinds of features, namely, the color harmony and
non-color features.

The color harmony features are based on the Moon-Spencer
theory [15] which evaluates the relationships between two-color
patterns. The following color patterns are considered harmo-
nious: “contrast,” in which the colors are very different from
each other, “similarity,” in which the colors resemble each other,
and “identity,” in which the colors are the same. Color patterns
other than these three types, are considered less harmonious.
When extracting color harmony features, the dominant color of
a local region is determined first. The hue, chroma, and lightness
values relative to the dominant color are used to describe the
region. This feature representation is based on relative values,
whereas the existing methods are based on absolute values of
hue, chroma, and lightness. For the textual regions, the above
features also describe the color relationships between the text
colors and background colors. As shown in Fig. 2(c), most tex-
tual regions contain only two dominant colors; one for the text
and the other for the background. Previous studies indicated that
the color combinations of the texts and backgrounds affect the
readability and aesthetic ratings of Web pages [36].

The non-color features consist of other visual factors includ-
ing edge, blur, and saliency in each region. The features of edges
are computed by using [40]. The features of saliency are calcu-
lated using the method in [41]. When extracting the features of
textual regions, we also calculate two specific features, namely,
the proportion of the textual pixels in the entire region and the
ratio of the area of the textual boxes [e.g., the red boxes in
Fig. 2(c)] to the area of the entire region.

The concatenation of the above color harmony and non-color
features consists of features of the interest point corresponding
to each region. Once each region’s corresponding interest point
is obtained, a clustering approach is performed on all the interest
points and the cluster centers are taken as visual words. The local
visual features are obtained based on the visual words.

C. Global Visual Features

The global visual features are textures, visual complexity,
brightness, saturation, hue, and colorfulness.

Texture: In the visual arts, texture refers to the surface quality
perception of an artwork. Studies in Leuken et al. [4] suggested
that three Tamura features [5] are effective in the representation
of image texture: coarseness, contrast, and directionality. We
extracted the three features for each page.

Visual complexity: Cognitive psychology experiments reveal
that the visual complexity of a page affects users’ experience
of pleasure [35]. We use the JPEG size of a Web screenshot
to measure the visual complexity. Many cognitive psychology
experiments use compressed image file sizes (e.g., JPEG) to
quantify the Web pages’ visual complexities.

Brightness: The overall brightness and overall hue are the
average value of the V and the H quantities in the HSV color
space, in each case taken over all pixels.

Saturation: The saturation measures the vividness of a color.
The saturation of a pixel is [6]: Sat = max(sr, sg, sb) −
min(sr, sg, sb) where sr, sg, and sb are the pixel’s coordinates
in the sRGB color space. The overall saturation is the average
value of the Sat value of all pixels in a Web-page image.

Colorfulness: The overall colorfulness is calculated using
the algorithm proposed by Hasler and Susstrunk [7]. This al-
gorithm first calculates the opponent color space in which for
a pixel (r, g, b) in the RGB color space is given new coordi-
nates as follows: rg = r − g and yb = 0.5(r + g) − b . The
variance and mean of the rg and yb components over all pixels
are represented by σrg , σyb , μrg , μyb ,Then the overall color-
fulness (Col) is obtained by: Col = αrgyb + 0.3 · βrgyb , where

αrgyb =
√

σ2
rg + σ2

yb and βrgyb =
√

μ2
rg + μ2

yb .

D. Functional Features

Chen and Choi extracted functional features of Web pages
[50] according to the following feature extraction principles: 1)
the features should be extractable; 2) the computational cost of
extracting each feature should be inexpensive; 3) the features
should bring some benefit for the purpose Web function cate-
gorization; 4) the features should follow the idea of Web page
functional classification, and not involve the features that used
for topic-based approach. Illuminated by these principles, Chen
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and Choi extracted a 31-dimensional functional feature vector
from a wide range of features by gathering hundreds of Web
pages of various categories and analyzing the URLs, the HTML
files, and the embedded scripts. The 31types of features can be
divided into four groups: 1) text features, e.g., price, Tel. No;
2) script features, e.g., number of alerts, number of confirms;
3) HTML features, e.g., number of input boxes, number of sub-
mit buttons; and 4) URL features, e.g., postfix. This work uses
these features to cluster Web pages.

V. NEW AESTHETIC REPRESENTATION

In the training data, each Web page’s aesthetics should be de-
scribed by a numeric value (or values). However, the aesthetics
of a Web page is subjective in that the perception of the aesthet-
ics varies from one user to another. Therefore, the representation
of aesthetics should consider the inter-user disagreement of aes-
thetics. This section analyzes the statistical characters of the
aesthetics perceived by multiple users. A new aesthetic repre-
sentation strategy is introduced to quantify multi-user ratings of
a Web page.

A. Multi-User Ratings

Each training Web page is rated by multiple users for its
aesthetics. Given a Web page and its associated multi-user
ratings, the representation of the aesthetics of the page de-
pends on a label calculated from the user ratings. There are
five ordinal basic ratings, i.e., “−2,” “−1,” “0,” “1,” and “2.”
The rating “2” means very good, while “−2” means very
bad. The user ratings for the kth training page are described
by urk = (urk (−2), urk (−1), urk (0), urk (1), urk (2)), where
urk (−2) is the number of users who rate the page by “−2,”
etc. Existing studies usually use a categorical value [21], [38]
or an average rating score [24], [55] from multi-user ratings as
a quantitative representation of the aesthetics of a page. Take
two pages used in the experiments as an example. There are
ten users to rate the two pages. One page’s user ratings are
(0, 1, 1, 5, 3),2 while the other page’s are (0, 0, 0, 10, 0).
Both their average rating scores are “1” (the calculation of
the first page is (0 × (−2) + 1 × (−1) + 1 × 0 + 5 × 1 + 3 ×
2)/10 = (−1 + 5 + 6)/10 = 1). When the categorical value of
the averaging rating score is used, both their aesthetics labels
are “+1” and both their aesthetics scores are 1, respectively.
However, the ratings from multiple users for the two pages are
obviously different. A categorical label or a score can not reflect
the inter-rater disagreement, so both of them are insufficient to
describe the overall aesthetics ratings of multiple users.

We take the standard deviation (std) of user ratings to mea-
sure the inter-rater disagreement. Two histograms of the average
ratings (avg) and the standard deviations (std) for two data sets
used in this study are shown in Fig. 3. The value of “Num”
in Fig. 3 is the number of pages located in each avg and std

2For all ten users, there is no user who considers the aesthetics of the page
as very bad; there is one user who considers the aesthetics of the page as “bad”
and one who considers the aesthetics as “neither bad nor good,” respectively;
there are five users who consider the aesthetics of the page as “good,” and there
are three users who consider the aesthetics of the page as “very good.”

Fig. 3. Histograms of numbers of Web pages located in different intervals on
the 1000 experimental Web pages.

Fig. 4. Two Gaussian distributions.

interval. Many pages can have equal or similar avg values, but
distinct std values. In Fig. 3, the std values of most pages are
higher than 0.6, indicating that the inter-user disagreement of
aesthetics cannot be ignored.

B. New Aesthetic Representation

Intuitively, the inter-rater disagreement of the user ratings of
a Web page reflects the subjective degree of the aesthetics of a
Web page. The following representation is proposed:

yk = (l, std) (1)

where yk is the aesthetics label of the kth page from user rating
data, l is a categorical value or a score, and std is the standard
deviation of multi-user ratings. The categorical value of l is
calculated as follows:

l =

⎧⎪⎪⎨
⎪⎪⎩

+1 (high aesthetics) if
2∑

i=−2
ur(i) ∗ i/5 ≥ δ/2

−1 (low aesthetics) if
2∑

i=−2
ur(i) ∗ i/5 ≤ −δ/2

(2)
where δ is a non-negative value, referred to as the category gap
between high and low aesthetics. When l represents a category,
this representation is called category-deviation; when l is an
average score, this representation is called score-deviation.

Compared with existing score/categorical representation, the
proposed new representation can better aid Web designers to
predict the aesthetics perceptions of potential users. In the de-
signing of pages (e.g., pages of government sites) that concern
unsatisfied users, the proportion of unsatisfied users may be an
important number. Fig. 4 presents two Gaussian distributions
with the same mean scores and different std values. Assume
that if a user is unsatisfied with the aesthetics of a page, the
user’s rated score will be smaller than the threshold in Fig. 4.
According to Fig. 4, the proportion of unsatisfied potential users
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for aesthetics of the page with a lower std value is smaller than
that for the aesthetics of the other page. This simple example
illustrates that a Web designer should try to not only increase
the predicted mean score but also to decrease the std value as
possible. In addition, studies on image aesthetics show that a
higher standard deviation of a score distribution indicates that
the image is unconventional [11]. If some primary features are
found to be deterministic to the standard deviation of users’
aesthetic distribution, suggestions can be given about how to
reduce/increase the standard deviation when designing conven-
tional/unconventional pages.

When the new representation is used, the output of the as-
sessment model to learn is no longer a single scalar value, so
conventional classification (e.g., by a support vector machine)
and regression (e.g., support vector regression) algorithms are
not directly applicable. The SSVM algorithm is used to train an
assessment model when the representation in (1) is used.

VI. FUNCTIONAL-PURPOSE CLUSTERING

Web pages have different functional purposes. Some pages
provide information; some pages provide a search interface;
some pages are the homepages of companies; some pages are
the homepages of universities. The functionalist theory of aes-
thetics maintains that “if a thing is made to function well, if its
construction is well suited to the job it has to do, then that thing
will be beautiful” [49].

This section introduces how to automatically determine the
functional-purpose category of a Web page. Let M be the num-
ber of intrinsic functional-purpose categories of Web pages.
There are two ways to determine the value of M . The first way
is to define a Web-page functional-purpose taxonomy. Neverthe-
less, the functional purposes of Web pages are constantly evolv-
ing making the definition of a complete function taxonomy for
Web pages difficult. So far, there has been no agreed-upon def-
inition of functional purposes for Web pages. Furthermore, the
definition requires domain experts and the intrinsic categories
may be hierarchical. The second way is to utilize data mining
(i.e., clustering) technique to automatically infer the value of
M from a number of representative pages. There are two ad-
vantages of this way: 1) it can update the value of M easily
when new categories appear, and 2) it does not require domain
knowledge. To this end, we utilize the clustering technique to
determine both the value of M and the functional purpose of a
Web page.

The boundaries between different functional purposes are not
clearly defined. In addition, some pages may belong to two or
three function categories [50]. Therefore, a soft clustering strat-
egy is used to divide training Web pages into different function
categories.

The soft clustering is based on the Gaussian mixture model.
Let N be the number of the training pages. Let gi be the
functional feature vector of the ith page. Assume that each
functional-purpose clustering is modeled by a Gaussian distri-
bution with parameters μm , Σm , and weight πm . Let gi be the
functional feature vector of the ith page. Then, the log-likelihood

of the data is

N∑
i=1

log

{
M∑

m=1

πm N(gi |μm ,Σm )

}
.

If the range of M is fixed in [2], [15], then the maximum-
likelihood approach can be used to estimate the optimal value
of M as well as the parameters μm , Σm , and weight πm . Then,
for the ith training page with a functional feature vector gi , the
probability that the page belongs to the mth functional-purpose
cluster (category) is

p(m|gi) =
p(gi |m)p(m)

p(gi)
=

πm N(gi |μm ,Σm )∑M
k=1 πkN(gi |μk ,Σk )

.

Then for each training page (or a test page), we obtain a vector
of conditional probabilities as follows:

Pi = (p(1|gi), . . . , p(M |gi))T . (3)

VII. LEARNING ALGORITHMS

First, a new learning algorithm is proposed to train a single-
modal aesthetics assessment model for structural outputs [i.e.,
the new representation in Eq. (1)]. A soft MT fusion learning
algorithm is then leveraged to train models when the functional-
purpose categories of Web pages are considered.

A. Learning for a Single-Modal Assessment Model

The SSVM [66] is used as the basic framework of our pro-
posed learning algorithm for the construction of a single-modal
assessment model. SSVM has been used in [42] when the label
type is a distribution.

1) SSVM: Let f represent the pursued VisQ assessment
model from the feature space X = {x1 , . . . , xN } and the VisQ
label space Y = {y1 , . . . , yN }. The joint distribution of xi and
yi is denoted as Pr(xi, yi) and the prediction loss is denoted
as loss(yi, f(xi)). Then the pursue of f is to minimize the
following expected training loss:

R(f) =
∫

X×Y

loss(yi, f(xi))dPr(xi, yi) (4)

based on training samples {(x1 , y1), . . . , (xN , yN )}.
At first, SSVM aims to learn a matching function Φ : X ×

Y → R over the input feature and output label pairs. With Φ,
the VisQ assessment f is defined as

f(xi) = arg max
y∈Y

Φ(xi, yi). (5)

Ideally, the maximum of Φ(xi, ·) should be achieved at the
desired VisQ label (i.e., yi) for the input xi . Φ is assumed to
be linear in some combined features (denoted by (Ψ(xi, yi)))
of inputs and outputs. Let w denote the parameter vector to be
optimized. Then, we define

Φ(xi, yi) =< w,Ψ(xi, yi) > . (6)
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Once Ψ(xi, yi) and loss(yi, f(xi)) are defined, the optimization
for SSVM can be formularized as follows:

min
w ,ξ

1
2
‖w‖2 +

C

N

N∑
i=1

ξi s.t. ∀i ∈ [1, N ], ξi ≥ 0 ∀i ∈ [1, N ],

∀y ∈ Y/yi :< w,ΔΨi(y) > ≥ loss(y, yi) − ξi (7)

where ΔΨi(y) = Ψ(xi, yi) − Ψ(xi, y), ξ is a slack variable,
and C controls the model complexity. The following parts de-
scribe the definition of Ψ(x, y), the loss function loss(, ), and
the mathematical solution details for (7).

2) Ψ(x, y) and loss(yi, y): The combined feature Ψ(x, y)
is divided into two parts (Ψ(x, y) = [ΨT

1 ,ΨT
2 ]T . The first part

(Ψ1) describes the interactions between a feature vector x and
an aesthetics label y. The second part (Ψ2) is then defined to
capture the correlations between y(1) and y(2).

Let D be the dimension of the feature vector x. Based on
multi-class learning [9], Ψ1 is defined as

Ψ1 = (x(1)y(1), x(1)y(2), . . . , x(i)y(1), x(i)y(2), . . . ,

x(D)y(1), x(D)y(2)). (8)

The second part, Ψ2 , is defined as

Ψ2 = ηs(y(1), y(2)) (9)

where ηs(y(1), y(2)) is a sparse binary vector of dimension
H1 × H2 with a 1 in one of its entries, indicating one of
the H1 × H2 possible configurations for {y(1), y(2)}. In the
category-deviation, H1 is equal to 2 because only two possible
values of y(1) exist (i.e., the number of categories is 2), whereas
in the score-deviation, H1 is equal to 10 because we discretize
the score (y(1)) into 10-values in our study. The value of H2 is
also equal to 10 because the standard deviation is also discretized
into 10-values. Hence, ηs(y(1), y(2)) is a 20-dimensional vec-
tor in the category-deviation and a 100-dimensional vector in
the score-deviation.

The loss function loss(yi, y) is defined as follows. For a
category-deviation representation, the function is

loss(yi, y) = Ind(y(1) == yi(1)) + |y(2) − yi(2)| (10)

where Ind is an indicator function.
For a score-deviation representation, the function is

loss(yi, y) = ‖y − yi‖2
2 . (11)

3) The Solution of (7): As the number of values of y is
infinite in both representations, the second class of constraints
for each yi in (7) is infinite. Accordingly, for each yi , a small
working set (WS) storing the most active constraints should
be constructed to replace the infinite set of all the constraints
for yi . Following the method proposed in [42] and [66], the
construction of WS for a training sample (xi, yi) is given in
Algorithm 1. When the deviation representation is used, the
optimization problem in Algorithm 1 is

ȳ = max
y

D∑
d=1

2∑
ς=1

wt−1(2d − 2 + ς)xi(d)y(ς)

+w2D+1ηs(y(1), y(2)) + loss(yi, y). (12)

Algorithm 1: Construct the working set (WSt(i)) for (xi, yi)
in the tth iteration.
Input: (xi, yi), ε, wt−1 , working set WSt−1(i).
Output: WSt(i).
Steps:
1. Compute ȳ = arg maxy∈Y Q(y) and Q(y) = loss(yi, y)
− < wt−1 ,ΔΨi(y) >.

2. Compute ηi = max{0, maxy∈W St−1 (i)Q(y)}.
3. If Q(ȳ) > ηi + ε, then WSt(i) = WSt−1(i) ∪ ȳ, else,

WSt(i) = WSt−1(i).

Fig. 5. Soft MT fusion learning strategy.

Based on (12), the optimization in (7) can be carried out by
using conventional techniques such as quadratic programming.
Once the WSs for all the training examples are obtained in an
iteration, the second class of constraints in (7) becomes

∀i∈ [1, N ],∀y∈WSt−1(i) :<w,ΔΨi(y) >≥ loss(yi, y) − ξi.

(13)

The value of w can be updated by solving the dual form of
(7) by using the cutting plane algorithm [9]. The entire iteration
stops when the WSs for all the samples become constant.

B. Learning With Soft MT Fusion

Our proposed training method with soft MT fusion learning
strategy is shown in Fig. 5. For a training page, its assessment
results (si(1), si(2), si(3)) output by the three single-modal as-
sessment models are taken as features used for fusion. The
functional-purpose probabilities for each training page are cal-
culated. The goal is to learn M fusion models, one for each
functional-purpose cluster. Because the boundaries between the
different functional clusters (categories) of Web pages are vague
and some clusters may contain the same training pages, the
learning tasks for each functional-purpose cluster are similar
and correlated. A soft MT learning strategy is thus used to train
all the models for the functional-purpose clusters. Learning mul-
tiple models in related tasks simultaneously has been shown to
improve significantly the performance relative to learning each
model independently [52].

First, the soft MT fusion algorithm when the aesthetics is
described by categorical labels (i.e., the aesthetics label yi =
1 or −1) is introduced as follows. The two-class LPBoost [51]
algorithm is used as the baseline fusion learning algorithm. LP-
Boost determines an optimal fusion weight vector β by solving
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the following linear programming problem:

min
ρ,ξi ,β

−ρ + λ

N∑
i=1

ξi s.t. yiβ
T si ≥ ρ − ξi, ξi ≥ 0

D∑
d=1

β(d) = 1, β(d) ≥ 0 (14)

where ρ is the margin, ξi is the slack variable for the ith training
page, N is the number of pages, D is the dimension of si and
β, and λ is the balance parameter. In this paper, D equals 3 as
there are three modalities.

The above learning algorithm for fusion weights is integrated
into a soft MT approach. Let βm be the fusion weight vector
for the mth aesthetics cluster, and let Pi be the vector of condi-
tional probabilities [defined by (3)] of the ith training page. The
predicted aesthetics label of the ith training page is

f(si) =
M∑

m=1

p(m|gi)βm
T si = PT

i BT si (15)

where B= [β1 , . . . , βM ]T and Pi = (p(m|g1), . . . , p
(m|gM ))T . The optimal value for B is obtained with

min
Υ ,ς ,B

M∑
m=1

−Υm + λ

N∑
i=1

ςi + μ
M∑

m=1

∥∥βm − β̄
∥∥

1

s.t. yiP
T
i BT si ≥ PT

i Υ − ςi , ςi ≥ 0

D∑
d=1

βmd = 1, βmd ≥ 0 (16)

where Υ = [ρ1 , . . . , ρM ]T and ρm is the margin for the mth
model, ςi is the slack variable for the ith page of the mth subset;
μ is the balance factor, and β̄ is the average of β1 , . . . , βM . The
l1-norm is used to calculate the difference between βm and β̄,
because it is robust to noise.

We denote the learning based on (15) and (16) as soft MT
fusion learning. In contrast with the current MT learning which
focuses on feature selection or classifier training, the soft MT fu-
sion learning focuses on the fusion for multiple modalities. The
solution of (16) is obtained based on the alternating direction
method [53]. The solution details and the extension for regres-
sion can be solved in a similar way. When the category-deviation
representation is used, both aesthetics classification and scoring
are performed. We run the soft MT fusion learning for clas-
sification and regression separately. When the score-deviation
representation is used, we run the soft MT fusion learning for
regression for the two components of y separately.

VIII. EXPERIMENTS

We verify the effectiveness of the new features, new aesthetic
representations, and new learning algorithms.

A. Datasets

Two Web page sets are used in this paper. All the pages are
homepages because homepages are usually designed to attract

users to a Web site [16]. The datasets are labeled DS1 and DS2
for simplicity.

The first data set DS1 consists of 1000 homepages collected
from sites of companies, universities, governments, individuals,
and so on. The pages were collected by four master students
(between 22 and 27 years old) whose majors are computer sci-
ence. None of them was professional in Web design. All four
students are male and Chinese. They can read both Chinese
and English materials. Each participant performed a simple
online color blindness test3 to ensure that the participant has
normal color perception. No special instructions were used and
they were suggested to google specific terms or use the Yahoo!
Web site categories to sample Web sites whose language is not
Chinese. In addition, neither adult nor over-length Web pages4

should be collected. Each student was required to collect more
than 300 Web pages and 1000 pages were randomly selected
from all collected pages with duplication deletion. The screen-
shot of each page was obtained by the tool of IE browser.

In Web perception experiments, human rating interfaces
should be well designed to keep participants’ perception as close
as possible to the perception when they access the pages freely.
Therefore, in user rating, the screenshot of a Web page was
displayed in the IE browser and a participant rated the page at
the bottom of the screenshot. The input method was mouse. The
computer is with a 17-inc wide screen display and the resolution
was set as 1028∗1024.

A total of ten graduate students (major in computer science),
specifically seven males and three females, were invited to rate
the collected pages using Email advertising from our experi-
mental laboratory. Each student also performed the simple on-
line color blindness test to ensure that the participant has normal
color perception. After giving their informed consent, all the par-
ticipants were asked to fill out a demographics questionnaire.
All the participants were native Chinese and were between 22
and 30 years old. They surfed on the Web on average more than
four hours one day and can read both Chinese and English. Con-
sidering that the concept of visual aesthetics is not difficult to
understand and we wanted the participants to access the pages
freely, we did not give special instructions to the participants
but only a simple training on how to use the rating platform.
They were able to test the experimental procedure by rating two
screenshots from www.baidu.com and www.ia.ac.cn.

During the user-rating session, a Web page screenshot was
randomly loaded in the rating platform. A participant viewed
the screenshot and assessed the screenshot using one of the five
rating scores {−2, −1, 0, 1, 2}, where “2” means very good,
and “−2” means very bad, at the bottom of the screenshot. The
participant also labeled that whether the page is familiar.5 For
a long screenshot, the participant scrolled down the screenshot.
After score rating and familiar labeling for a screenshot, the

3[Online]. Available: http://www.colormax.org/colorblind-test.htm
4The “over-length” Web pages were defined as Web pages whose lengths are

more than double of the length of the IE browser.
5In fact, “familiarity” is a subjective concept. In the experiment, we did not

provide a gold standard about whether a page is familiar to a participant. Instead,
we only suggested that if a participant accessed a page more than twice during
the last six months, the participant should label the page “familiar.”
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participant clicked “next” to load the succeeding random one. If
the participant failed to rate a screenshot within 5 s, a screenshot
was randomly selected among the unrated screenshots and was
loaded automatically. After all the screenshots’ themes were
rated, the participant’s task was concluded. Each participant
was required to finish the task within three hours independently.
When all the participants finished their tasks, the mean scores
and std values of each page calculated. No page was labeled
as “familiar” by the participants. Each page has ten scores, one
from each participant.

The second data set DS2 were compiled by Reinecke and
Gajos [71].6 DS2 consists of a set of 430 Web page screenshots
divided into 350 English language pages, 60 foreign pages (us-
ing a different writing system), and 20 pages that had been
nominated for the Webby Awards7 in recent years. The rat-
ings for these Web page screenshots were collected via online
tests. Participants around the world were asked to rate Web page
screenshots on perceived visual appeal on a scale from 1 to 9.

B. Assessment Criteria

Our experiments conduct comparisons under different aes-
thetic representations, so different assessment criteria are used.
When aesthetics is described by a categorical label, the classi-
fication accuracy (Acc) is defined as the proportion of correctly
classified pages. When aesthetics is described by a score, the
residual sum-of-squares error (RSSE) was applied to evaluate
the performances of the learned assessment model. In addition,
to further quantify the absolute mode fit of the learned assess-
ment model for scoring, we calculated the R2 for the model.
The value of R2 ranges in [0, 1] and the larger the value, the
better the model.

When aesthetics is described by the proposed category-
deviation strategy, the classification error (1 − Acc) and the
RSSE are combined to evaluate the learned assessment model
(fdr). Let yi = (yi(1), yi(2)) be the ground truth aesthetics
score and standard deviation of xi . The assessment criterion
is as follows:

Ecd = (1 − Acc) +
1

N − 1

∑N

i=1
(yi(2) − f

(2)
dr (xi))2 (17)

where fdr is the learned aesthetics category-deviation assess-
ment model, and Acc is calculated using the predicted category
for each test sample, i.e., yi(1).

When aesthetics is described by the proposed score-deviation
strategy, the performance of the learned model(fdr) is evaluated
by the following error function:

Esd =
1

N − 1

∑N

i=1
(yi(1) − f

(1)
dr (xi))2

+
1

N − 1

∑N

i=1
(yi(2) − f

(2)
dr (xi))2 (18)

where yi(1) is the ground truth score of xi , yi(2) is the ground
truth standard deviation of xi , f

(1)
dr (xi) is the predicted mean

score, and f
(2)
dr (xi) is the predicted std of xi .

6Interesting readers can find more details at http://iis.seas.harvard.edu/
resources/.

7[Online]. Available: http://tumblr.webbyawards.com/

TABLE I
CLASSIFICATION ACCURACIES Acc (%) ACHIEVED BY THE HARMONY,
TEXTUAL, AND GLOBAL VISUAL FEATURES INDEPENDENTLY FOR DS1
UNDER DIFFERENT CATEGORY GAPS WHEN BLOCK SIZE IS 16 × 16

Gap 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

Harmony
features

68.8 69.08 70.34 73.97 74.66 75.08 76.87 78.65 78.60

Textual features 65.16 66.01 67.44 68.48 69.65 71.99 73.57 74.69 74.36
Global visual
features

70.26 73.87 73.05 74.32 76.67 77.20 77.81 78.15 78.42

In all the experiments, the used dataset was randomly divided
into two parts. One part was used for training and the other was
used for testing. The randomly division was repeated ten times
and the average assessed results were recorded.

C. Evaluation of Features

Both the structural features and global visual features are
demonstrated to be effective in aesthetics evaluation in [20].
Therefore, this section focuses on the evaluation of local visual
features and the combination of the three kinds of features (into
a long feature vector) in terms of aesthetics classification. The
SVM was used and the radial basis kernel was chosen. The
parameters C and g were searched via 10-cross validation in
{0.1, 1, 10, 50, 100} and {0.001, 0.01, 0.1, 1, 10}, respectively.

1) Local Visual Features: As discussed in Section IV-B, the
color harmony features proposed by Nishiyama et al. [1] were
used. Furthermore, we also extracted local visual features for
textual regions. The local visual features from textual regions
are called textural features for simplicity. Therefore, both the
color harmony features and textual features were evaluated and
compared with the global visual features in terms of the clas-
sification accuracy. During classification, the user ratings were
transformed into categorical labels according to the method in
[21]. Let avg be the average of user ratings and δ be the category
gap between high-aesthetics pages and low-aesthetics pages. As
defined in Section V-B, the label is “+1” if avg > δ/2 or “−1” if
avg < −δ/2. Pages whose avg values fell within the gap were
not used in both training and testing.

In local feature extraction, the sampling density for local
regions was pre-defined. Previous experiments in [1] demon-
strated that the performance of local features is increased slightly
when the sampling density for local regions is larger than
40 × 40. Therefore, the sampling density was chosen to be
48 × 48 in our experiments. Tables I and II list the classification
results when the block size was set to 16 × 16 and 24 × 24,
respectively. In both tables, the values were obtained with ten-
fold cross validations. Based on the t-test, when the block size
is 24 × 24, the accuracy of classification of harmony features is
higher than that of global features (p < 0.01).

Table III lists the regression errors. Based on the t-test, the
regression errors using harmony features are less than the errors
using global visual features (p < 0.01). The textual features
yield better results than those obtained by randomly assigning
a value in [−2, 2] as the aesthetics score (p < 0.01). The fitness
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TABLE II
CLASSIFICATION ACCURACIES Acc (%) ACHIEVED BY THE COLOR HARMONY,
TEXTUAL, AND GLOBAL VISUAL FEATURES INDEPENDENTLY FOR DS1 UNDER

DIFFERENT CATEGORY GAPS WHEN BLOCK SIZE IS 24 × 24

Gap 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

Color harmony
features

70 71.00 74.61 75.43 74.66 78.42 80.95 80.90 79.01

Textual features 64.2 65.46 67.19 69.83 71.39 73.56 74.83 77.15 78.60
Global visual
features

69.7 73.26 72.75 73.90 76.30 77.20 77.14 77.62 78.42

TABLE III
REGRESSION ERROR RATES RSSE ACHIEVED BY THE COLOR HARMONY,

TEXTUAL, AND GLOBAL VISUAL FEATURES INDEPENDENTLY ON DS1
WHEN THE BLOCK SIZE WAS SET TO 16 × 16 OR 24 × 24

Block size 16 × 16 24 × 24

Color harmony features 0.4756 0.4570
Textual features 0.5506 0.5634
Global visual features 0.4761
Random 0.6807

TABLE IV
CLASSIFICATION ACCURACIES Acc (%) ACHIEVED BY THE COLOR HARMONY,
TEXTUAL, AND GLOBAL VISUAL FEATURES INDEPENDENTLY ON DS2 UNDER

DIFFERENT CATEGORY GAPS WHEN BLOCK SIZE IS 16 × 16

Gap 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

Color harmony
features

55.35 58.99 60.56 63.24 67.93 69.15 72.94 75.40 76.27

Textual features 51.90 52.17 55.14 59.51 63.22 65.60 69.90 70.87 71.74
Global visual
features

55.74 57.59 60.85 62.84 65.43 68.01 72.45 73.90 75.94

TABLE V
REGRESSION ERROR RATES RSSE ACHIEVED BY THE COLOR HARMONY,

TEXTUAL, AND GLOBAL VISUAL FEATURES INDEPENDENTLY ON DS2
WHEN THE BLOCK SIZE IS SET TO 16 × 16 OR 24 × 24

Block size 16 × 16 24 × 24

Color harmony features 0.6997 0.6890
Textual features 0.7313 0.7360
Global visual features 0.7181
Random 1.5031

of the regression models based on the harmony (block size =
24 × 24), textural (block size = 16 × 16), and global visual
features is 0.71, 0.62, and 0.73, respectively, in terms of R2 .

We also classified and scored the DS2 data. The values shown
in Table IV (the block size was set to 16 × 16) with different
choices of the category gap were obtained with ten-fold cross
validations. The regression performances are shown in Table V.
Similar results to those on DS1 are observed, that is, the har-
mony features and textual features have higher (p < 0.05) and
similar results compared with those of the global visual fea-
tures, respectively. The fitness of the regression models based
on the harmony (block size = 24 × 24), textural (block size

Fig. 6. Classification accuracies Acc (%) achieved by different features
(Ke et al. [18], et al. Datta [21], Nishiyama et al. [1], Reinecke and Gajos
[71], Wu et al. [20], and our feature combination) on DS1 when the category
gap was set to 0.6 (a) and 1.2 (b). Our proposed feature combination achieves
the highest classification accuracies under most block sizes.

Fig. 7. Classification accuracies Acc (%) achieved by different features
(Ke et al. [18], Datta et al. [21], Nishiyama et al. [1], Reinecke and Gajos
[71], Wu et al. [20], and our feature combination) on DS2 when the category
gap was set to 0.6 (a) and 1.2 (b). Our proposed feature combination achieves
the highest classification accuracies under most block sizes.

= 16 × 16), and global visual features is 0.79, 0.75, and 0.82,
respectively, in terms of R2 .

2) The Combination of the Three Kinds of Features: We
evaluated the classification and regression based on the direct
combination of all the three kinds of features (structural, local
and global visual features). Several classical features were com-
pared, namely, Ke et al. [18], Datta et al. [21], Nishiyama et al.
[1], Reinecke and Gajos [71], and Wu et al. features [20].

Fig. 6 shows the classification accuracies of our feature com-
bination and those of the competing methods on DS1 under
different block sizes when the category gaps are 0.6 and 1.2. In
Fig. 6, when the block sizes are 8 × 8, 16 × 16, and 24 × 24, the
feature combination achieves the best results (p < 0.01) based
on the t-test. Wu’s features also perform well. When the block
sizes are 4 × 4, 24 × 24, 32 × 32, and 64 × 64, Wu’s features
are similar to those of the combined features. Datta’s and Ke’s
features yield the lowest classification accuracies. The perfor-
mances of all types of features in Fig. 6(b) are better than those
in Fig. 6(a) (p < 0.01) because when the gap is increased, the
classification tends to be more accurate. The combined features
still achieve the overall best results (p < 0.01) when the block
size is larger than 2 × 2.

Fig. 7(a) and (b) show the classification accuracies Acc of
our feature combination and the competing methods on DS2
for different block sizes when the category gap is 0.6 and 1.2,
respectively. Because the structural features for Web pages in
DS2 are unavailable, the structural features are not used in the
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Fig. 8. Regression error rates RSSE achieved by different features (Ke et al.
[18], Datta et al. [21], Nishiyama et al. [1], Reinecke and Gajos [71], Wu et al.
[20], and our combined features) on DS1 and DS2. Our feature combination
achieves the lowest regression errors under most block sizes.

combination with our proposed other features. Therefore, our
feature is denoted as “our combination (−)” in Fig. 7. In
Fig. 7(a), when the size is larger than 8 × 8, the combination
of our local and global visual features (i.e., “our combination
(−)”) achieve better results than the other (p < 0.01) based on
the t-test. Our combined features almost achieve the best re-
sults when the block sizes are 16 × 16 and 24 × 24 (p < 0.05).
When the block size is 16 × 16, the classification accuracy of
“our combination (−)” is significantly higher than those of the
four kinds of global features (i.e., Ke, Datta, Wu, and Reinecke
features) (p < 0.01). In Fig. 7(b), similar observations are ob-
tained. When the block size is larger than 8 × 8, the proposed
feature combination strategy (i.e., “our combination (−)”) is
superior to the other choices of features (p < 0.01).

Fig. 8 shows the regression errors for DS1 and DS2 with
various block sizes. The combination of all the three features
achieves the lowest regression errors under most block sizes
(p < 0.01). When the block size is 16 × 16, the fitness of the
regression model based on ‘our combination’ features is 0.88
on DS1 and 0.86 on DS2 in terms of R2 , which indicate that
our proposed feature combination can obtain good regression
models.

D. Results on New Aesthetic Representation

This subsection evaluated both the proposed feature com-
bination and the proposed the learning algorithm (SSVM) in
terms of the testing errors with the new aesthetic representa-
tions. Four other features are compared including Ke et al. [18],
Datta et al. [21], Nishiyama et al. [1], Reinecke and Gajos [71],
and Wu et al. features [20]. Two baseline learning algorithms,
namely, support vector regression and back propagation neural
networks (BPNN), were compared. To make the presentation
clear, support vector regression is still named as SVM instead
of SVR in the following part. When applying SSVM, the radial
basis kernel was chosen. The parameters C and g in SSVM
were searched via five-cross validation in {0.1, 1, 10, 50, 100}
and {0.01, 0.1, 1, 10}, respectively. When applying SVM, each
dimension of the structural outputs was separately learned and
predicted. The parameters of SVM were searched similar to the
proposed SSVM. For BPNN, the number of the hidden neurons
was chosen from the set {50, 100, 150, 200, 250}.

TABLE VI
TESTING ERRORS (Ecd ) ACHIEVED BY DIFFERENT FEATURES

AND DIFFERENT LEARNING ALGORITHMS (BPNN, SVM,
AND SSVM) ON DS1 (GAP = 0.6)

Features BPNN SVM SSVM

Nishiyama’s features 0.3312 0.3177 0.3103
The proposed feature combination 0.3128 0.2891 0.2743
Ke’s features 0.3527 0.3567 0.3546
Wu’s features 0.3216 0.2922 0.2847
Datta’s features 0.3407 0.3392 0.3379
Reinecke’s features 0.3251 0.3044 0.3115

When our proposed feature combination and learning algorithm
(SSVM) are used, the lowest testing error is achieved.

TABLE VII
TESTING ERRORS (Esd ) ACHIEVED BY DIFFERENT FEATURES

AND DIFFERENT LEARNING ALGORITHMS

(BPNN, SVM, AND SSVM) ON DS1

Features BPNN SVM SSVM

Nishiyama’s features 0.5260 0.5155 0.5014
The proposed feature combination 0.5027 0.4896 0.4591
Ke’s features 0.6317 0.6080 0.5743
Wu’s features 0.5043 0.4832 0.4911
Datta’s features 0.5619 0.5616 0.5443
Reinecke’s features 0.5165 0.5012 0.4993

When our proposed feature combination and learning algorithm
(SSVM) are used, the lowest testing error is achieved.

TABLE VIII
TESTING ERRORS (Ecd ) ACHIEVED BY DIFFERENT FEATURES AND

DIFFERENT LEARNING ALGORITHMS (BPNN, SVM, AND

SSVM) ON DS2 (GAP = 0.6)

Features BPNN SVM SSVM

Nishiyama’s features 0.5630 0.5567 0.5179
The proposed feature combination 0.5460 0.5382 0.5062
Ke’s features 0.6072 0.5871 0.5817
Wu’s features 0.5595 0.5349 0.5264
Datta’s features 0.6366 0.6353 0.6126
Reinecke’s features 0.5600 0.5585 0.5384

When our proposed feature combination and learning algorithm
(SSVM) are used, the lowest testing error is achieved.

For the category-deviation representation, the category gaps
were set to 0.6 and 1.2 for both datasets. Similar observations
to aesthetics classification and regression are obtained from Ta-
bles VI–IX. The proposed feature combination (the combination
of the structural, local visual and global features) yields the best
overall classification accuracies and lowest regression errors
(p < 0.05).

E. Evaluation of the Soft MT Fusion Strategy

In this experiment, the soft MT fusion strategy was tested.
The regularized MT learning algorithm [54] was used as the
competing method. This algorithm directly takes the outputs
from different modalities as new features. The results based on
the direct feature combination of the structural, local visual, and
global visual features were also used in comparison. Because
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TABLE IX
TESTING ERRORS (Esd ) ACHIEVED BY DIFFERENT FEATURES

AND DIFFERENT LEARNING ALGORITHMS (BPNN,
SVM, AND SSVM) ON DS2

Features BPNN SVM SSVM

Nishiyama’s features 0.9207 0.9207 0.9064
The proposed feature combination 0.8004 0.7716 0.7605
Ke’s features 0.9589 0.9322 0.9123
Wu’s features 0.8515 0.8411 0.7932
Datta’s features 1.0148 0.9771 0.9310
Reinecke’s features 0.8829 0.8632 0.8594

When our proposed feature combination and learning algorithm
(SSVM) are used, the lowest E s d value is achieved.

Fig. 9. Performance comparison between the soft MT fusion and regularized
MT learning on DS1 in terms of (a) Acc and (b) Ecd under different category
gaps. The purple lines in both (a) and (b) indicate the results obtained by the
proposed soft MT fusion strategy. Our proposed strategy achieves the highest
classification accuracies and the lowest Ecd errors under different gaps.

the functional features for the DS2 set are unavailable, this set
was not used in this experiment. As discussed in Section VI, the
optimal value of M is 4 based on the maximum-likelihood
approach. The parameters λ and μ were set according to
5-fold cross validation in {0.001, 0.001, 0.01, 0.1, 1}. The cate-
gory gap was chosen from the set of {0.2, 0.4, 0.6, 0.8, 1, 1.2};
the block size was set to 16 × 16.

Fig. 9 shows the performance comparison between the soft
MT fusion and the regularized MT learning algorithms with the
variations of different category gaps on DS1. In both Fig. 9(a)
and (b), the performances of the soft MT fusion are better than
those of the other two algorithms (p < 0.01). The regularized
MT learning achieved the worst performances when gap < 0.8
(p < 0.05). For the score-deviation representation, the value of
Esd achieved by the learning with the soft MT fusion is 0.4232
which is also lower than the values (i.e., 0.4486 and 0.4591)
achieved by the regularized MT and direct feature combination
(p < 0.05). According to the related study on image visual aes-
thetics [11], the standard deviation is found to be a function
of the mean score based on the analysis of a large number of
images and their aesthetic score distributions. SSVM consid-
ers the correlation between mean score and standard deviation
in learning. Therefore, SSVM utilizes more domain knowledge
than SVM and thus achieves better results.

F. Discussion

The evaluations provided several initial qualitative analyses
for different features (including both different modalities of
features and different feature exaction methods), assessment

model construction approaches in aesthetics classification and
scoring, new aesthetic representation, and the soft MT fusion
strategy. Some representative aesthetics methods and existing
image aesthetics assessment algorithms were compared in the
evaluations. The above experiments suggest that our method
is effective in terms of the features, learning algorithms for the
new aesthetics representations, and the proposed soft MT fusion
strategies.

IX. CONCLUSION

In this paper we have discussed several key components in
the construction of an aesthetics assessment model for Web
pages, namely, functional features, aesthetic representation for
labels, and learning algorithms. A new method has been pro-
posed to train the aesthetics assessment models for Web pages.
Our method has three main advantages. 1) A wide range of
multi-modal features have been extracted. Both local features
and functional features of a Web page are extracted, while most
existing studies only consider global features; 2) the inter-user
disagreement of aesthetics of Web pages has been considered
and a new aesthetic representation strategy has been proposed,
and 3) the functional purpose of a Web page has been consid-
ered in the aesthetics evaluation and a soft MT fusion learning
method has been introduced to train assessment models for
different functional purposes of Web pages. The experimental
results have indicated the improved performance of the pro-
posed method compared with the classical features and learning
algorithms.
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