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MAS-Based Energy Management Strategies
for a Hybrid Energy Generation System

Junzhi Yu, Senior Member, IEEE , Chunxia Dou, and Xinbin Li

Abstract—An advanced control scheme for managing a
hybrid energy generation system (HEGS) is presented in
this paper. A hierarchical management and control archi-
tecture based on multi-agent systems (MAS) is discussed.
MAS will account for the complex behavior of a hybrid
energy supply system. The management and control strate-
gies are implemented through a system of agents based on
three tiers. The upper level agents develop overall energy
management strategies for a hybrid energy supply system.
The middle-level agents integrate coordinated switching
controllers. The lower level agents are responsible for
dealing with local control strategies. Coordinated switch-
ing controllers within the middle-level agents are designed
as event-triggered hybrid controllers based on differential
hybrid Petri-net (DHPN) models. The operation modes of
distributed energy resources (DERs) can smoothly trans-
fer in a coordinated manner due to the coordinated action
of the switching controllers according to variation in oper-
ating conditions. Finally, simulation results from different
scenarios verifying the feasibility of the proposed scheme
are offered.

Index Terms—Control strategies, energy management,
event-triggered hybrid control, hybrid energy generation
system (HEGS), multi-agent system (MAS).

NOMENCLATURE

CCA Coordinated control agent.
DERs Distributed energy resources.
DHPN Differential hybrid Petri-net.
EMA Energy management agent.
EMS Energy management system.
FIPA Foundation for intelligent physical agents.
HEGS Hybrid energy generation system.
MAS Multi-agent system.
MPPT Maximum power point tracking.
PV Photovoltaic.
SOC State of charge.
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UA Unit agent.
UC Ultracapacitor.
WT Wind turbine.

I. INTRODUCTION

R ECENTLY, the use of renewable energy has been
regarded as an effective way of solving energy outages

and environment pollution problems [1], [2]. However, a single
type of renewable energy resource typically cannot meet load
supply requirements. Renewable sources rely on generation
from the sun and wind. Due to the intermittent and stochastic
nature of wind speed and solar irradiation, renewable sources
are not always available to meet demand. In order to make use
of available renewable energy sources, HEGS integrate vari-
ous types of small DERs. Resources such as WTs, PV arrays,
and batteries are classified as DERs. HEGS are widely regarded
for utilizing renewable energy resources. HEGS can meet load
demand with high reliability and at moderate costs provided
the system is managed effectively [3], [4]. However, manage-
ment and control of HEGS are a challenging problem for the
following reasons.

1) HEGS consists of different types of DERs resulting in a
complex structure.

2) DERs present a mixture of operational patterns, includ-
ing time-continuous dynamics and event-driven discrete
behaviors. Both patterns may interact with each other [5],
[6].

3) The availability of renewable energy generation is usually
intermittent and unpredictable [7].

4) DERs operate in multiple modes and may need to switch
modes in response to environmental changes [8].

In a complex HEGS, a proper EMS is essential for optimiz-
ing cost effectiveness [9]. Additionally, an intelligent control
strategy is also necessary to ensure a reliable and flexible
energy supply system [10], [11]. Consequently, taking into
account the multiple objectives regarding energy management
and intelligent control, a hierarchical management and control
architecture based on MAS are proposed in this paper.

Many studies related to energy management of HEGS are
based on distributed multi-agents methods [12]–[15]. In [13],
an energy optimization management problem was solved by
using MAS by taking into account four types of operation
modes and switching relationships. Further, References [14]
and [15] were mainly focused on methods for switching
between operation modes of storage units by using MAS-based
fuzzy-logic rules for ensuring better system reliability. From
the above-mentioned studies, we can conclude that system
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reliability can be significantly improved when using an intel-
ligent controller which switches between modes in response to
operational changes. However, in these studies, the switching
controller is used only for energy storage units. Therefore, the
logic judgments are not very complicated. Renewable energy
units such as PV and WT have multiple operation modes [16].
The logical relationships behind these modes are occasion-
ally complex. Moreover, these DER units need to comply with
logical relationships to switch their operation modes in a coor-
dinated manner. To meet these requirements, the following
original strategy is proposed in this paper.

1) Middle-level CCAs are added in order to implement
the switching control between operation modes between
DERs to ensure the energy supply system is reliable and
flexible.

2) A switching control system based on a DHPN model is
proposed to fully model hybrid behaviors and logical rela-
tionships of the operation modes of all DERs. Note that
switching controls will be triggered based on violation
of constraint conditions, thus called as event-triggered
switching controls. The switching controls are designed
according to different event-triggered conditions and can
be divided in three main types: the first is a switching
control within an agent; the second type is a coordinated
switching control; the final type is an inhibitive switch-
ing between agents. Thus, the switching controls are also
called an event-triggered hybrid switching control.

3) In the DHPN model, the enabling functions associated
with arcs define the operational constraint conditions and
the logical relationships among the operational modes.
The three types of switching controls are designed,
respectively, by means of different enabling functions.
The switching controls must comply with the system
constraints while also swapping operation modes in a
coordinated manner.

4) The proposed energy management strategy is a central-
ized method implemented by means of MASs. Each
agent can locally process the constraints of their respec-
tive units by means of the internal switching control
as discussed in Section IV. The unit constraints can
then be locally controlled within an allowable range.
Therefore, only the constraint condition of the entire sys-
tem requires consideration when resolving optimization
concerns. The proposed method reduces both computa-
tional and communication burden simultaneously when
compared to conventional centralized management tech-
niques where the central controller must process a number
of constraints.

Our research is prepared using the following approach.
1) A MAS-based three-level management and control

scheme is built by using a three-tier agent format.
2) The design of the energy optimization management strat-

egy takes into account the interactions between the upper
level agent and other agents.

3) Event-triggered hybrid switching controls are considered
when designing the middle-level control agent.

4) The lower level agent responsible for system stability
accounts for different dynamic behaviors of DERs.

Fig. 1. MAS-based hierarchical management and control scheme.

5) The validity of the proposed scheme is shown by present-
ing numerical simulation results.

We initially propose the MAS-based hierarchical control as
described in Section II. We then proceed to develop energy
management, switching control, as well as local control strate-
gies as presented in Sections III, IV and V, respectively.
The simulation tests are presented in Section VI. Finally,
Section VII gives some concluding remarks.

II. MAS-BASED HIERARCHICAL CONTROL

Fig. 1 shows a HEGS connected to the main grid containing
PV, WT, battery, and an UC including critical and noncritical
loads. The decision making process of each DER unit or load is
carried out by their respective agent. The middle-level agent
executes the coordinated switching control functions, while
the upper level agent energy resolves the overall system opti-
mization concerns. Fig. 2 shows the structure of the proposed
hierarchical MAS.

The upper level agent, as shown in Fig. 2, is designed as a
deliberative agent whose goal is to optimize the cost effective-
ness of the entire system. The optimization model is developed
in the process module by using real-time data. The energy
management strategies are determined in the decision-making
module and executed through the action implementation mod-
ule. The time scale of the optimization process assumes an
hourly basis.

The middle-level agent is also designed as a deliberative
agent with the objective to switch operational modes between
agents to ensure a reliable and flexible energy supply. The point
of common coupling (PCC) voltage level is assessed in the
security assessment module based on real-time data. The coor-
dinated switching controls are designed in the decision making
module and executed by the action implementation module.
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Fig. 2. Structure of the hierarchical MAS.

The time scale of the switching control is based on hour or
minute level.

All lower level agents are designed as hybrid agents, which
are composed of reactive and deliberative layers. The reactive
layer is defined as the recognition, perception, and action layer
and has priority to respond quickly to environmental emergen-
cies. The deliberative layer is defined as the belief, desire, and
intention layer has high intelligence to plan the action of the
agent to achieve the required goals. According to the reference
power value set by the upper level agent and the operation mode
set by the middle-level agent; the local control strategies in
the deliberative layer are designed. The time scale of the local
control is based on the second level.

In the hierarchical MAS, the interaction among agents is
divided into two categories, direct and indirect interactions.
When one agent responds to a cooperation request of another
agent, this is an example of direct interaction. When an agent
modifies the environment of another agent, this is an example
of indirect interaction. When using the MAS-based hierarchical
scheme, handling complex energy management problems for
HEGS mainly depends on energy management strategies, coor-
dinated switching controls, and local control strategies. The
management and control strategies that will be detailed later
are implemented through three-level agents in an interactive
manner.

III. ENERGY MANAGEMENT STRATEGIES

This section focuses on design and implementation of energy
management strategies through the interaction between the
upper level agent and other agents.

A. Design of Energy Management Strategies

The energy optimization problem can be formulated as the
following objective function, which satisfies the constraint:

Os =min

{
β1

{
CgPg+

∑4

i=1
ϕis[hiFis(PDERis)+Mi(PDERis)

+λisCsti]

}
+ β2[fgPg +

∑4

i=1

∑S

s=1
ϕisfisPDERis]

}

s.t. Pg +
∑4

i=1
ϕisPDERis = Pload (1)

where i ∈ {1, 2, 3, 4} is the number of DERs in the HEGS; s
indicates the operation mode; Pg is the active power from the
main grid to the HEGC; Cg is the cost per unit and fg is the
power quality coefficient of the main grid; PDERis

is the active
power of the ith DER unit in the sth mode; Fis(PDERis

) denotes
the consumption characteristic function; hi is the fuel price per
unit; Mi(PDERis

) is the maintenance cost, which is deemed in
proportion to PDERis

; Csti is the starting cost; λis ∈ {0, 1},
λis = 1 when the ith DER unit is in starting state; otherwise,
λis = 0; φis ∈ {0, 1} 1 for the operating mode and 0 for the
stopping mode; fis is the power quality coefficient of the ith
DER unit in the sth mode; β1 and β2 are the respective weights
of the economic and quality indices; and Pload is the sum of
loads in the HEGS.

In the function above there is only one constraint condi-
tion since the constraint conditions of each DER unit are
satisfied by their local agent. Hence, the requirements regard-
ing computation and communications matters decrease when
resolving optimization issues. This matter is discussed further
in Section IV.

Coefficients of (1) can be acquired by using system techni-
cal information and real-time data. The optimization problem is
then solved by using an improved particle swarm optimization
method presented in [17]. With respect to the particle swarm
optimization, in the iteration formula regarding position and
velocity of particle, there is an inertial weight factor used to
control the convergence behavior of the particle swarm opti-
mization. Larger values of the inertial weight factor enable
the algorithm to avoid being entrapped in a local minimum
but easy to result in a very slow convergence. Therefore, the
inertial weight factor plays a role of balancing convergence
and exploration ability. To satisfy the real-time requirement,
also to avoid falling into a local minimum, when dealing with
the upper level optimization problem, the inertial weight fac-
tor can be dynamically adjusted and linearly decreased during
the iterations by using the improved particle swarm optimiza-
tion method. In other words, by means of the improved particle
swarm optimization method, the optimum resolution can be
achieved rapidly without falling into a local minimum. The
resolution of the optimization problem determines the power
dispatched by the DERs.

B. Interaction Between Upper Level Agents and Other
Agents

Energy management strategies are implemented through the
interactions between the EMA and other agents. These strate-
gies are based on the FIPA—agent communication language
(FIPA-ACL) in JADE [18]. FIPA-ACL messages are character-
ized by performativity, conversation ID, content, and receivers.
When the operation mode of the HEGS is switched, the EMA
starts and reassigns the power to be dispatched by all DERs.
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Fig. 3. Event-triggered hybrid switching controls based on DHPN.

IV. EVENT-TRIGGERED HYBRID SWITCHING CONTROL

The middle-level agent includes coordinated switching con-
trols of operation modes to respect the hybrid behaviors of
DERs and the logical relationship of their modes. The event-
triggered hybrid switching controls are then designed for the
hybrid models of all DERs. The DHPN model is known as one
of the best modeling methods of complex hybrid systems [19]–
[21]. Thus, a DHPN model is developed to describe the hybrid
behaviors of the HEGS.

A. DHPN-Based Hybrid Model

From Fig. 1, the HEGS is modeled as a DHPN model as
shown in Fig. 3, consisting of four DER units submodels, one
load submodel, and one coordinated control submodel. The
DHPN model is defined by a 14 tuple (PD, TD, PDF , TDF ,
X,AN , AI , AT , Pre, Pos,Γ, H, I,M0),
where

PD ∈ {P1, P2, . . . , P17} is a set of discrete places, which
represents the operation modes of all units;
TD ∈ {T1, T2, . . . , T24} is a set of discrete transitions,
which represents the event-triggered switching behaviors;
PDF ∈ {P1f , P2f , . . . , P5f} is a set of continuous places,
which describes the continuous states of all units;
TDF ∈ {T1f , T2f , . . . , T7f} is a set of continuous transi-
tions, which represents the dynamic behaviors;
P = PD ∪ PDF , T = TD ∪ TDF , P ∩ T = φ, P ∪ T �=
φ;
X = [x1, x2, . . . , xn]

T is the state vector of PDF ;
AN ⊆ ((PD × TD) ∪ (TD × PD)) ∪ ((PD × TDF ) ∪
(TDF × PD)) is a set of normal arcs of the DHPN;
AI ⊆ (PD × TD) is a set of inhibitor arcs;

TABLE I
DESCRIPTION OF DISCRETE PLACES

AT ⊆ (PD × TD) ∪ (PDF × TD) is a set of test arcs;
Pre and Pos are defined as predecessor and posterior
function associated with the normal arc, respectively;
Γ is a timing map for the discrete transients, by which the
minimal switching interval can be defined.
HDF (Pif , Tj) is defined as enabling function associated
with the test arc that connects the ith differential preplace
to the jth discrete transition;
HD(Pi, Tj) is defined as enabling function associated
with the test arc that connects the ith discrete preplace
to the jth discrete transition;
ID(Pi, Tj) is defined as enabling function associated with
the inhibitor arc that connects the ith discrete preplace to
the jth discrete transition;
M0 ∈ {M10,M20, . . . ,M60} is the initial mode of the six
UAs.

The detailed descriptions regarding the places and transitions
corresponding to Fig. 3 are shown in Tables I–IV.

All normal arcs are described with a small arrow as “→”
in Fig. 3. The functions associated with all normal arcs
Pre(Pi, Tj), Pos(Pi, Tj), Pre(Pi, Tkf ), and Pos(Pi, Tkf ) are
defined as “logical 0,” where i = 1, 2, . . . , 17, j = 1, 2, . . . , 24,
and k = 1, 2, . . . , 7.

The initial operation mode of each unit is denoted by a token.
The first mode is defined as “1” in the initial marking with
a black dot in Fig. 3. The other modes without tokens are
defined as “0” in the initial marking. When the operation mode
is switched, the token is transformed from the preplace into a
corresponding postplace. In the DHPN model, the initial mark-
ings of all units are as follows: M10(P1, P2, P3) = [1, 0, 0],
M20(P4, P5) = [1, 0], M30(P6, P7, P8, P9) = [1, 0, 0, 0], M40

(P10, P11, P12) = [1, 0, 0], M50(P13, P14) = [1, 0], M60(P15,
P16, P17) = [1, 0, 0].

In order to understand the DHPN model better and take the
battery submodel as an example, some explanations are offered
as follows. 1) The battery unit has four operation modes: charg-
ing mode described as P6, discharging mode described as
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TABLE II
DESCRIPTION OF DISCRETE TRANSITIONS

TABLE III
DESCRIPTION OF DIFFERENTIAL PLACES

TABLE IV
DESCRIPTION OF DIFFERENTIAL TRANSITIONS

P7, stopping mode with maximal SOC described as P8, and
stopping mode with minimal SOC described as P9. 2) The
logic switching behaviors among four modes are described
by T9 − T14. 3) The continuous states of the battery unit are
described by P3f. 4) Corresponding to both charging and dis-
charging operating modes, the dynamic behaviors are described
by T4f and T5f , respectively. 5) The initial mode of the battery

unit is charging mode. The descriptions of other units are in a
similar fashion. The hybrid behavior of the HEGS can be deter-
mined using the definitions provided above. Further, the event-
triggered hybrid switching controllers can be designed as well.

Each discrete transition in the DHPN model needs to be
triggered by the enabling function of the test or inhibitor arc
connected into the transition. The test arcs are designed fol-
lowing two forms: (PDF × TD) and (PD × TD), which are
described as “ ” and “ ” respectively, in Fig. 3. The
inhibitor arcs are only designed by one kind: (PD × TD)
described as “ .” The enabling functions of different arcs
define the constraint conditions or can describe logical relation-
ships behind the operational mode. Once a constraint condition
is violated, the enabling function is activated (logical “1” from
“0”) to trigger the transition connected with its arc, so that
corresponding operation mode is switched.

Therefore, the switching controls of the operational mode
can be designed by means of these enabling functions. That
is, through designing constraint conditions or reasonable log-
ical relationships of the enabling functions, the operation
modes can be switched in a coordinated way. Corresponding
to the enabling functions associated with three kinds of arcs,
the switching controls are also designed according to three
categories.

1) Internal switching controls in each UA, which are
designed by means of the enabling functions of the test
arcs “ ”.

2) Coordinated switching controls among UAs, which are
designed by means of the enabling functions of the test
arcs “ ”.

3) Switching inhibitive controls among the agents, which
are designed by means of the enabling functions of
the inhibitive arcs “ .” When the enabling function
becomes “logical 1,” the discrete transition connected
with its arc is triggered. This allows switching the
corresponding operational mode. Hence, the switching
controls are called event-triggered hybrid controls. The
detailed design is provided below.

B. Internal Switching Control in Each Agent

In the DHPN model, HDF (Pif , Tj) is defined as the enabling
function of the test arc that connects a differential preplace
to a discrete transition. The test arc is indicated as “ ” in
Fig. 3. The internal switching control is designed by means of
this enabling function according to the constraint condition of
each agent. Once the constraint condition of Pif is violated,
the enabling function HDF (Pif , Tj) is then activated (becomes
“logical 1” from “0”) to trigger the transition Tj . At the moment
the switching event of Tj occurs, the corresponding operation
mode is switched. Therefore, the switching controls are driven
by the violation of the constraint condition resulting in the inter-
nal mode switching of each agent. Specifically, HDF (Pif , Tj)
is defined as follows.

For the WT UA

when v drops to v ≤ vci from vci < v

≤ vR, HDF (P1f , T1) = 1 (2)
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when v rises to vci < v ≤ vR from v

≤ vci, HDF (P1f , T2) = 1 (3)

when v rises to vR < v ≤ vco from vci < v

≤ vR, HDF (P1f , T3) = 1 (4)

when v rises to v > vco from vR < v

≤ vco, HDF (P1f , T5) = 1 (5)

when v drops to vR < v ≤ vco from v

> vco, HDF (P1f , T6) = 1 (6)

when v drops to vci < v ≤ vR from vR < v

≤ vco, HDF (P1f , T4) = 1 (7)

otherwise, HDF (P1f , Ti) = 0(i = 1, 2, . . . , 6)

where v is the wind speed; vci is the cut-in wind speed; vco is
the cut-off wind speed; and vR is the rated wind speed.

With regard to the PV UA

when Ging drops to Ging ≤ C from Ging

> C, HDF (P2f , T7) = 1 (8)

when Ging rises to Ging > C from Ging

≤ C, HDF (P2f , T8) = 1 (9)

otherwise, HDF (P2f , Ti) = 0(i = 7, 8)

where Ging is the incident irradiance and C is the threshold
value.

Regarding the battery agent

when SOC drops to SOC ≤ SOCmin, HDF (P3f , T13) = 1
(10)

when SOC rises to SOC ≥ SOCmax, HDF (P3f , T14) = 1
(11)

otherwise, HDF (P3f , Ti) = 0(i = 13, 14)

where SOC is the state of charge; SOCmax and SOCmin are the
maximum and minimum SOC, respectively.

In the UC UA

when U drops to U ≤ Umin, HDF (P4f , T16) = 1
(12)

when U rises to Umax > U > Umin, HDF (P4f , T18) = 1
(13)

when U rises to U ≥ Umax, HDF (P4f , T15) = 1
(14)

when U drops to Umin < U < Umax, HDF (P4f , T17) = 1
(15)

otherwise, HDF (P4f , Ti) = 0 (i = 15, 16, 17, 18)

where U is the voltage of the UC; Umin is the minimal volt-
age threshold value; and Umax is the maximal voltage threshold
value.

In the CCA

when UPCC drops to UPCC ≤ UPmin, HDF (P5f , T21) = 1
(16)

when UPCC rises to UPmax

> UPCC > UPmin, HDF (P5f , T23) = 1 (17)

when UPCC rises to UPCC ≥ UPmax, HDF (P5f , T22) = 1 (18)

when UPCC drops to UPmin

< UPCC < UPmax, HDF (P5f , T24) = 1 (19)

otherwise, HDF (P5f , Ti) = 0(i = 21, 22, 23, 24)

where UPCC is the PCC voltage; and UPmin and UPmax are the
minimal and maximal threshold values of the PCC voltage,
respectively.

In Fig. 3, all of the above switching controls represented by
enabling functions are properly developed.

C. Coordinated Switching Control Among Agents

HD(Pi, Tj) is defined as the enabling function of a test arc
that connects a discrete preplace to a discrete transition, and
the test arc is indicated as “ ” in Fig. 3. The coordinated
switching controls among agents are designed by means of the
enabling function HD(Pi, Tj) according to the security assess-
ment of the PCC voltage. The coordinated switching controls
are driven by the security assessment of the PCC voltage and
result in mode switching between the agents.

Based on the defined logical relationships of the operational
modes, i.e.,

P̄ = P6(P7 + P9) and P̃ = P13P17. (20)

HD(Pi, Tj) can be designed as follows.
When the PCC voltage is in low-voltage mode

HD(P16, T9) = 1 and HD(P16, T10) = 1. (21)

When the PCC voltage is in low-voltage mode and the battery
unit is in discharge mode or in stopping mode with minimal
SOC

HD(P̄ , T20) = 1. (22)

When the PCC voltage is in high-voltage mode

HD(P17, T19) = 1. (23)

When the PCC voltage is in high-voltage mode and the load
unit is in full-load mode

HD(P̃ , T11) = 1 and HD(P̃ , T12) = 1. (24)

Otherwise, this kind of enabling function is zero.
Note that in Fig. 3, all the coordinated switching con-

trols designed by this type of enabling functions should be
empirically designed.

D. Inhibitive Switching Among Agents

ID(Pi, Tj) is defined as the enabling function associated
with an inhibitor arc. The arc is designated as “ ” in Fig. 3.
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Fig. 4. P /Q droop control scheme of an agent.

The inhibitive switching between the agents is designed by this
type of enabling function. ID(Pi, Tj) is defined as follows.

When the PCC voltage is in high-voltage mode, it follows
that:

ID(P17, T2) = 1, ID(P17, T6) = 1, and ID(P17, T8) = 1.
(25)

Otherwise, this kind of enabling function is zero.
The inhibitive switching resulting from the enabling func-

tions is described when the PCC is determined to be in high-
voltage mode and T2, T6, and T8 are restricted. Even if T2, T6,
and T8 are triggered by the internal switching control, the
corresponding operation modes still cannot be switched. The
purpose of this restriction is to prevent the PCC voltage from
deteriorating further.

V. LOCAL CONTROL STRATEGIES

The lower level agent is mainly responsible for stability per-
formance of its distributed generation unit through local control
strategies.

The control structure of the UA is shown in Fig. 4. The
active/reactive power reference values of the controller are
set by the upper level EMA, and the operation mode of the
controller is set by the middle-level CCA. Each distributed gen-
eration inverter has an outer power loop based on droop control
whose purpose is to share active and reactive power between
distributed generation units. Additionally, the outer power loop
with droop control improves the system stabilization perfor-
mance and adjusts both the frequency and magnitude of the
output voltage. The real active/reactive powers are calculated
by using the output voltage and current. Then errors between
the active/reactive power references and the real active/reactive
powers act as the inputs of the droop controllers, respectively.

In low-voltage HEGS, the line impedance is highly resistive,
so that the droop control can be determined as [22], [23]

f − f0 = kq(Q−Q∗) (26)

E − E0 = kp(P − P ∗) (27)

where f and E are the frequency and the amplitude of the out-
put voltage, respectively; Kp and kq define the corresponding
slope coefficients; and P ∗ are Q∗ denote active/reactive power
references.

The voltage reference is obtained through the droop con-
trol, which acts as the reference input of inner loop volt-
age/current control. Considering the uncertainty and multimode

characteristics, the H∞ robust control method based on mul-
tiply Lyapunov’s function is proposed to design the inner
loop controller. The method has been introduced in detail in
[24] and [25].

VI. SIMULATION RESULTS

For a typical summer day, corresponding to the time from 8
to 24 h, the ordinary load and the vital load demands are shown
in Fig. 5(a) for the simulated HEGS as shown in Fig. 1. The
wind speed and sun irradiance are shown in Fig. 5(b) and are
real measurement data. In the HEGS, the battery is used for
larger long-term energy compensation, and UC is sized only
for providing smaller transient power regulation. Therefore, the
battery and UC units are considered as storage units. Using
three switching control schemes, i.e., the logical judgment sim-
ilar to [14]; the fuzzy-logical rule similar to [15]; and the
proposed scheme in this paper; the active power dispatch from
three distributed generation units and the main grid are shown in
Fig. 5(c)–(e), respectively. The active power outputs are shown
in Fig. 5(f) which corresponds to the power dispatch under the
proposed scheme described in this paper. Additionally, the PCC
voltage and frequency performance under the three kinds of
schemes are shown in Fig. 5(g) and (h). Notice that the time
scale is from 8 to 24 h. During 0 to 8 h, the load is minimal so
that switching controllers barely function.

From Fig. 5(c)–(e), it can be seen that PV and WT units
do not run in MPPT mode during most of the simulation time
under the first two schemes. This is due to the two schemes
focusing on the logical switching of the storage unit with-
out taking into account the coordinated logical relationship
among the battery, PV, and WT units. As a result, PV and WT
energy generation cannot be fully used. Therefore, the main
grid provides a larger power supply with a corresponding higher
operating cost. However, under the proposed management and
control scheme, PV and WT units run in MPPT mode during
most of the simulation time. Only when the incident irradiance
is lower than the threshold value, or wind speed drops lower
than the cut-in speed, do the two units switch to stopping mode.
Hence, when the PV and WT units are running at full capac-
ity, the main grid is providing less power. Approximately, from
12:15 P.M. to 16:15 P.M., PV and WT provide surplus power
to the main grid based on demand. As a result, the operat-
ing cost of the system is lower. From Fig. 5(f), it is observed
that using the proposed schemes, the real power outputs of all
DERs are being regulated effectively, so that the system unbal-
anced power is very small. From Fig. 5(g) and (h), it can be
seen that a load suddenly connected at the 17:30 P.M. leads to
a sharp drop of the PCC voltage and frequency. By using the
first two schemes before 17:30 P.M., the PCC voltage and fre-
quency are controlled within the proper range. However, after
the 17:30 P.M., the PCC voltage decreases to a value lower than
0.94 p.u., and the frequency drops down to a value lower than
0.96 p.u. This is due to the switching operational mode of the
storage unit. Hence, the voltage and frequency cannot be recov-
ered quickly. From Fig. 5(g) and (h), it can be also seen that by
using the proposed schemes, even if at the instant of 17:30 P.M.,
the suddenly connected load also leads to a sharp decline of the
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Fig. 5. Control performance of the HEGS. (a) Curves of loads. (b) Wind speed and sun irradiance. (c) Power dispatch and operating cost under
the logical judgment-based scheme. (d) Power dispatch and operating cost under the fuzzy-logical rule-based scheme. (e) Power dispatch and
operating cost under the proposed scheme. (f) Real power outputs and unbalance real power under the proposed scheme. (g) Voltage performance.
(h) Frequency performance.

Fig. 6. Operation modes of three distributed generation units.

PCC voltage. Nevertheless, the PCC voltage can be regulated
quickly within the range of 0.97 to 1.01 p.u., and the system
frequency also can be maintained within the range of 0.99 to
1.01 p.u. Fig. 6 further shows the operation modes of all DERs
when using the proposed control schemes.

It is worthwhile to mention that at 17:30 P.M., when the
load disturbance occurs, the operation mode of the battery unit
is switched by the coordinated switching control according to

the coordinated logical relationship. The switching control is
trigged by the PCC voltage assessment. In this manner, the PCC
voltage can return quickly to the normal range. In another time
slot, the mode is switched by the internal switching control,
based on the constraint conditions of each unit.

The above simulation results imply that by means of the
proposed schemes, two renewable energy units provide energy
supply as much as possible so as to minimize operating cost
of the system. In addition, they also indicate that the pro-
posed switching control can ensure energy supply with higher
reliability in response to the operation condition changes.

VII. CONCLUSION

This paper has developed a hierarchical management and
control scheme based on MAS, allowing HEGS to provide a
reliable, stable, and cost-effective power supply. In this work,
the middle-level CCA is extended by using MAS, and the event-
triggered hybrid switching controllers are designed by means
of the DHPN model. This allows the operation mode of all
DERs to be switched in a coordinated way when the operation
condition changes. The simulation results indicate the HEGS
has an increase in performance.
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Compared with previous research results, the proposed
scheme can switch the operation mode more intelligently and
flexibly in the event of operational changes. Even though the
model still relies on older communication systems, the depen-
dency has been reduced due to the use of MAS. This approach
of developing an EMS based on MAS allows the solution of
constraints at the local level thereby reducing the computational
and communication requirements. In brief, the MAS-based
hierarchical energy management strategies is a suitable way
to make complex HEGS smarter, where each energy resource
and load are controlled by an intelligent autonomous agent,
the middle-level agent executes coordinated switching control,
and the upper-level agent implements the energy optimization
management by using a common communications interface. It
provides a feasible solution which combines artificial intelli-
gence with mathematical tools to decide hybrid control actions.
The MAS-based hierarchical energy management strategies can
be easily applied to manage and control other kind of power
systems such as smart grid and energy internet by extending
the agents function and creating additional agent units.
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