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a b s t r a c t 

Chinese microblogging is an increasingly popular social media platform. Accurately summarizing repre- 

sentative opinions from microblogs can increase understanding of the semantics of opinions. The unique 

challenges of Chinese opinion summarization in microblogging systems are automatic learning of impor- 

tant features and selection of representative sentences. Deep-learning methods can automatically discover 

multiple levels of representations from raw data instead of requiring manual engineering. However, there 

have been very few systematic studies on sentiment analysis of Chinese hot topics using deep-learning 

methods. Based on the latest deep-learning research, in this paper, we propose a convolutional neural 

network (CNN)-based opinion summarization method for Chinese microblogging systems. The model first 

applies CNN to automatically mine useful features and perform sentiment analysis; then, by making good 

use of the obtained sentiment features, the semantic relationships among features are computed accord- 

ing to a hybrid ranking function; and finally, representative opinion sentences that are semantically re- 

lated to the features are extracted using Maximal Marginal Relevance, which meets “relevant novelty”

requirements. Experimental results on two real-world datasets verify the efficacy of the proposed model. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

With the rapid development of Web2.0, microblogging has

layed an increasingly important role in our daily life. For exam-

le, the leading social media platform Sina-weibo 1 provides an un-

recedented and simple way for people to create, distribute and

iscover Chinese-language content, interact with others and stay

onnected with the world. As of September 30, 2015, it had 212

illion monthly active users, a 48% increase over the previous year,

nd 100 million daily active users, indicating a rise of 30% com-

ared with 2014 [1] . On the platform, users can freely express their

pinions and exchange ideas in real time on topics ranging from

ewly released products to recent events. By making good use of

uch opinion data, one can gain better insights into public opin-

ons. Corporations can better understand users’ information needs

bout their products and then formulate customer-driven market-

ng plans. Management departments can track people’s reactions

o both events and policy decisions, which will lead to better-

nformed decisions and more effective policy implementation. 
∗ Corresponding author. 

E-mail addresses: qiudan.li@ia.ac.cn (Q. Li), jinzhipeng2013@ia.ac.cn (Z. Jin), 

angcan2015@ia.ac.cn (C. Wang), zeng@email.arizona.edu (D.D. Zeng). 
1 http://ir.weibo.com/phoenix.zhtml?c=253076amp;p=irol-homeprofile . 
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However, the large amount of microblogs makes it extremely

ifficult for users to keep track of public opinions. Therefore, it

s crucial to mine and summarize opinions from microblogs au-

omatically. Ideally, we expect the opinion summarization model

o automatically mine the important features, which is useful in

redicting the polarity of microblogs, and then to identify the suc-

inct and representative opinion sentence to generate summaries

ith meaningful semantics. For example, when a disaster occurs,

eople often express their hopes and wishes using sentences such

s praying for your safety, hope you get back safe, expect a miracle!!

r sending blessings . This suggests a method that first automatically

orrelates the important features with positive sentiment and then

elects a set of sentences that are the most semantically related

o the features as the representative opinions. The discovered fea-

ures may include punctuation (e.g. !! ), emoticons, words (e.g. safe,

lessings, miracle ), phrases and sentence structure (e.g. hope…safe ).

ased on these features, we may better understand the semantics

f wishes and hopes using the opinion sentence (e.g. praying for

our safety ). The characteristics of emergency and natural disaster

vents are sudden and urgent, which brings a challenge of under-

tanding the semantics of opinions accurately and responding to

ublic opinions very quickly. Therefore, automatic learning of im-

ortant features and selection of representative sentences are nec-

ssary. 

http://dx.doi.org/10.1016/j.knosys.2016.06.017
http://www.ScienceDirect.com
http://www.elsevier.com/locate/knosys
http://crossmark.crossref.org/dialog/?doi=10.1016/j.knosys.2016.06.017&domain=pdf
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mailto:zeng@email.arizona.edu
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Deep-learning methods are representation-learning methods

that can automatically discover multiple levels of representations

from raw data. They are considered as promising methods for var-

ious tasks including topic classification, sentiment analysis, ques-

tion answering and language translation [2] . The most popu-

lar kinds of neural network based models for sentiment analy-

sis are recursive neural network (RNN) [3,4] and convolutional

neural network (CNN) [5,6] . Although these models have been

applied to movie reviews and Twitter messages to demonstrate

good performance, there are still significant gaps; little system-

atic research has been done on performing sentiment analysis in

Chinese microblogging systems using deep learning. Users could

gain more insights from the models if they can be applied to

other domains and other social media platforms. Thus, in this re-

search, we apply deep-learning methods to Chinese microblog-

ging systems to predict the polarity of microblogs about hot

topics. 

The aim of the opinion sentence is to help users better

understand the semantics of an opinion. Recent research on

automatic labeling of topics [7] suggested that summarization

algorithms can generate better topic labels. Among those summa-

rization algorithms, Maximal Marginal Relevance (MMR) [8] and

TextRank [9] are popular. The former is a relevance-based rank-

ing algorithm, which avoids redundancy in the documents used

for generating a summary, while the latter is a graph-based

summarization method. Identifying important features that can

be used to perform semantic association or construct seman-

tic graphs is the key factor of these models. Inspired by these

good ideas, we propose a two-stage method to select the opin-

ion sentence by combining MMR and TR, which takes rank-

ing score of CNN, semantic relevance and conciseness into

consideration. 

In this paper, we propose a CNN-based opinion summariza-

tion model to mine and summarize representative opinions for hot

topics, such as products and emergency/disaster events, in Chi-

nese microblogging systems. The model first predicts the polarity

of a microblog based on a convolutional network. Then, the im-

portant features automatically discovered by CNN for each kind

of category are used to construct a feature graph based on Tex-

tRank. Finally, sentences that are most semantically related to the

top-ranked features are selected as the representative opinions via

MMR. To evaluate the effectiveness of the model, we perform ex-

periments on two real-world datasets from Chinese microblogging

systems. Experimental results verify the efficacy of the proposed

model. 

This paper makes the following contributions. 1) The model

provides a unified framework that enables accurate prediction of

sentiment polarity and summarization of opinions for hot topics in

Chinese microblogging systems. 2) The convolutional neural net-

work in our model not only improves the accuracy of sentiment

prediction but also identifies important sentiment features auto-

matically. 3) The selected opinions take both semantic relevance

and novelty into consideration by integrating MMR with CNN and

TextRank, which can better understand the semantics of opinion

based on both the feature importance and the feature relation-

ships. 4) The experimental results on real data from Chinese mi-

croblogging systems show that the model can help keep track of

public opinions for hot events accurately. 

The remainder of this paper is organized as follows. We begin

with a discussion of related work in the areas of opinion mining in

social media, opinion summary generation techniques in Section 2 .

Then, the proposed framework is described in Section 3 . A detailed

description of the opinion summarization model is introduced in

Section 4 . Section 5 presents an empirical study as well as eval-

uation results and discussion. Finally, we conclude this paper in

Section 6 . 
s  
. Related work 

We introduce the related work on opinion mining in social me-

ia and opinion summary generation techniques in this section. 

.1. Opinion mining in social media 

Most opinion mining methods in social media can be roughly

ivided into supervised [10–14] and unsupervised methods [ 15 ,

6 ]. The supervised learning methods first design a feature ex-

ractor that transforms the raw data into a feature vector; then a

tandard classifier such as support vector machine (SVM) or naïve

ayes (NB) is trained from manually labeled training data. Barbosa

nd Feng [10] performed sentiment classification on tweets using a

wo-stage SVM classifier that includes features selection and differ-

nt label sources combination. The traditional unsupervised meth-

ds often rely on a predefined sentiment lexicon to predict the

entiment polarity of a document. However, in social media, due

o its distinct features such as short length, new expressions, fast-

volving patterns and semantic ambiguity in different domains, it

s difficult and time consuming to obtain labels and define a sen-

iment lexicon to include words from different domains [15] . Thus,

ome effort s have been made to explore the emotional signals

n sentiment analysis. Hu et al. [15] incorporates both post- and

ord-level sentiment-related contextual information into a unified

nsupervised framework. Brody and Diakopoulos [17] verified that

he length of a word is strongly associated with its sentiment. Li

t al. [18] employed the sentiment knowledge learned from one

omain to perform sentiment analysis on another domain. Miao

t al. [19] proposed a fine-grained opinion mining method which

utomatically mines product features and opinions from multiple

eview sources. Zhang et al. [20] proposed a rule-based approach

hat addresses the unique challenges posed by Chinese sentiment

nalysis. Zhou and Chaovalit [21] aimed to enhance polarity min-

ng with ontology by providing detailed topic-specific information.

arock et al. [22] proposed an algorithm that enhances the com-

utation of semantic similarity with polarity mining techniques.

hu et al. [16] introduced another kind of unsupervised method

hat establishes the duality between sentiment clustering and co-

lustering of a tripartite graph using a unified tri-clustering frame-

ork. Zhao et al. [23] performed sentiment analysis for Chinese

icroblogging systems employing an emoticon-based method. In

ddition, Ravi and Ravi [24] presented a comprehensive review

f the research from 2002 to 2014 on various aspects of senti-

ent analysis including tasks, approaches and applications. The

uthors found that some of the intelligent techniques such as ran-

om forest, online learning algorithms, radial basis function neu-

al network (RBFNN), etc., have not been exploited exhaustively,

nd there is much work still to be done in this promising area.

errano-Guerrero et al. [25] conducted a comprehensive assess-

ent of 15 web services which include functionalities related to

entiment analysis and uncovered their capabilities under different

ircumstances. For example, AlchemyAPI and Semantria are found

o be the most common tools, which classify both short and long

exts and predict their corresponding polarity ratings. For longer

exts, the classification performance of the SentimentAnalyzer is

ood especially when there are no neutral documents. These use-

ul findings will provide enough information for users to decide

he most appropriate tool for their interests. 

Recently, deep learning has been a hot research topic success-

ully applied to sentiment analysis. The key aspect of deep learn-

ng is that it automatically learns features from raw data using a

eneral-purpose learning procedure, instead of features designed

y human engineers [2] . Because little engineering by hand is re-

uired, it can easily discover interesting patterns from large-scale

ocial media data. Among many deep-learning methods, recursive
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eural network (RNN) and convolutional network (CNN) are very

opular. Socher et al. [3] proposed a matrix-vector recursive neu-

al network model that learns compositional vector representa-

ions for phrases and sentences of arbitrary length. Socher et al.

4] proposed a Recursive Neural Tensor Network (RNTN) model,

hich first represents a phrase using word vectors and a parse

ree and then computes vectors for higher nodes in the tree. Liang

t al. [26] proposed a recursive neural network (RNN) and polarity

ransition-based approach to perform sentiment analysis for Chi-

ese microblogging systems that explores the feasibility of predict-

ng polarity for Chinese weibo by deep learning. Regarding con-

olutional networks for sentiment analysis, dos Santos and Gatti

5] proposed Character to Sentence Convolutional Neural Network

CharSCNN) that applies convolutional layers to extract character-

evel and sentence-level features. Compared with recursive neural

etwork (RNN), the method does not need any input about the

yntactic structure of the sentence and can easily explore the rich-

ess of word embeddings produced by unsupervised pre-training

27] . Kim [6] described a series of experiments with convolutional

eural networks built on top of word2vec for sentence-level clas-

ification tasks. The results show that learning task-specific vectors

hrough fine-tuning offers further gains in performance. A general

rchitecture was further designed to allow for the use of both task-

pecific and static vectors. Kalchbrenner et al. [28] presented a dy-

amic convolutional neural network (DCNN) for semantic model-

ng of sentences, which uses the dynamic k-max pooling operator

s a nonlinear subsampling function. The induced feature graph

an capture word relations of varying size. The model achieves

ood performance on Twitter sentiment prediction. However, there

ave been very few systematic studies on sentiment analysis of

hinese content using deep-learning methods. 

.2. Opinion summary generation techniques 

For effective opinion summary generation, opinion summariza-

ion, automatic labeling, topic discovery and association mining are

he fundamental approaches widely used. 

Most opinion summarization work focuses on mining opinion

ummaries from product reviews [29,30] , movie reviews [31] or

otel reviews [32] . They analyzed sentiment on fine-grained fea-

ures or aspects of a product. Meng et al. [33] studied the prob-

em of opinion summarization for entities in Twitter and suggested

 unified optimization framework that generates an opinion sum-

ary by integrating three dimensions such as topic, opinion and

nsight, as well as other factors (e.g. redundancy and language

tyles). Based on the characteristics of hot event data in Chinese

icroblogging systems, this paper mainly focuses on understand-

ng the semantics of opinion from the perspective of overall senti-

ent. 

To better understand the semantics of a topic, some automatic

abeling methods have been proposed. These methods aim to se-

ect a set of words that best describe the semantics of the terms

nvolved in a topic. Recent research [7] suggest that summariza-

ion algorithms, such as MMR [8] and TextRank [9] , can generate

etter topic labels. Aletras and Stevenson [34] introduced an unsu-

ervised graph-based method, which uses PageRank to weigh the

ords in the graph and score the candidate labels. Chang et al.

35] proposed a Twitter context summarization approach, lever-

ging pairwise and global user influence models to improve text-

ased summarization. 

In addition to automatic labeling methods, topic discovery and

ssociation mining are often useful to provide insights into the

emantics of events. In [36] , we proposed a popular topic de-

ection approach based on a user interest-based model. In [37] ,

ynamic association among Twitter topics was further identified.

hang et al. [38] proposed a unified framework that combines the
uthor-topic model with social network analysis to discover user

nd topic communities simultaneously in Twitter. The mined top-

cs can better interpret the community. 

Inspired by the above ideas and based on the ranking score of

eatures obtained by CNN, MMR and TR are further integrated to

elect opinion sentences, which can be used to better understand

he semantics of opinions. 

Most of the existing approaches discussed above either perform

entiment analysis on movie review and Twitter messages or re-

ort summarization results from raw data. Little work has been

one on mining opinion summarizations from hot event data in

hinese microblogging systems. Applying the deep-learning meth-

ds to hot event data in Chinese microblogging systems can both

xtend the application area of novel methods and increase under-

tanding of these events. One distinct feature of hot social events

n Chinese microblogging data is that it often contains information

ike punctuation, emoticons, words, phrases and sentence struc-

ure. Identifying such information is essential for understanding

he semantics of an opinion. Our framework focuses on extract-

ng representative opinions for hot topics in Chinese microblog-

ing systems based on the accurate prediction of polarity using

eep-learning methods. Thus our model is able to further dis-

over meaningful and representative opinions, which distinguishes

ur work from the existing sentiment analysis and summarization

orks. 

. A framework for automatic representative opinion summary 

eneration 

This section first introduces the formal definition of mining

nd summarizing representative opinions in Chinese microblogging

ystems, then presents the proposed framework. 

Given a set of microblogs on a hot event, the framework aims

o produce a representative opinion summary, denoted as O =
 O Pos , O Neg } , where O Pos and O Neg represent the summary for pos-

tive sentiment and negative sentiment, respectively. Using O Pos as

n example, it is a 〈 {f}, {p} 〉 pair, where {f} is a set of useful features

or identifying the positive polarity of the microblogs, and {p} is a

et of representative opinion sentences semantically related to the

eatures and extracted from positive microblogs. The representa-

ion of O Neg is similar to that of O Pos . 

Fig. 1 depicts the proposed framework of automatically gener-

ting an opinion summary from a collection of microblogs related

o a hot event. It consists of three stages: data representation, po-

arity prediction and feature relationship mining and opinion sen-

ence extraction. 

First, it’s necessary to produce an effective representation for

ach microblog. Word2vec is a deep-learning-inspired method

hat attempts to understand meaning and semantic relationships

mong words. It learns vector representations of words using con-

inuous bag-of-words (CBOW) and Skip-gram. Therefore, at the

ata representation stage, due to the good performance of captur-

ng syntactic and semantic information [27] , we adopt word2vec to

earn domain-specific vectors for word and sentence. 

At the sentiment prediction stage, given the low dimensional

epresentation of sentences or raw sentences without feature en-

ineering, CNN [6] is applied to automatically mine useful features

nd perform sentiment analysis on the Chinese microblogging sys-

em. The model first uses a convolution operation to produce fea-

ure maps. Then the resolution of the feature maps is reduced by

 pooling operation, and finally, the obtained useful local features

re fed to a fully connected softmax layer to predict the sentiment

abel of the microblog. 

Based on the prediction results, we build positive and negative

atasets by selecting the posts and features together with assigned

entiment labels. Making good use of the automatically learned
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Fig. 1. A framework for automatic opinion summary generation in Chinese microblogging systems. 
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features, the semantic relationships among features are then com-

puted according to a hybrid ranking function. Finally, representa-

tive opinion sentences that are semantically related to the features

are extracted using the MMR approach. Below, we illustrate the de-

tails of the proposed framework. 

4. Mining and summarizing representative opinions in Chinese 

microblogging systems 

4.1. Learning domain-specific vector representation for word and 

sentence 

It has been demonstrated that lower dimensional vector rep-

resentation can capture syntactic and semantic information [27] .

By mapping word vectors into a vector space, semantically simi-

lar words will have similar vector representation. The skip-gram

model, which is a state-of-the-art word-embedding method, is

used to learn the dense word vector representation. Given a se-

quence of training words w 1 , w 2 , . . . , w N in the domain-specific

corpus, the model aims to maximize the average log probability: 

1 

N 

N ∑ 

m=1 

[ 

k 1 ∑ 

j= −k 1 

logP 
(
w m+j | w m 

)] 

where k 1 is the size of the training window and P ( w m+j | w m 

) de-

notes the probability of correctly predicting the word w m+j , in

which w m 

represents the middle word in the training window. 

Using this method, the word w i corresponds to a k-dimensional

word vector x ∈ R k . Then, a vector representation of a sentence
i 
onsisting of n words is as follows: 

 1:n = x 1 � x 2 � . . . � x n 

here � is the concatenation operator. x i:i+j refers to the concate-

ation of words x i , x i+1 , . . . , x i+j . 

.2. Polarity prediction 

Borrowing the sentence classification approach for Twitter data

sing CNN [6] , we automatically learn the important features for

dentifying the polarity of a microblog and then perform sentiment

nalysis on hot events in Chinese microblogging systems. This con-

ists of convolution operation, pooling operation and label predic-

ion. 

.2.1. Convolution operation 

Based on the above vector representation of a sentence, the

ne-dimensional convolution operation performs dot product be-

ween the filter of the convolution wf ∈ R hk (h is the window

ize) and each h-gram in the sentence x 1: n to obtain another se-

uence; specifically, the filter wf is applied to each possible win-

ow of words in the sentence { x 1:h , x 2:h+1 , . . . , x n −h+1: n } to pro-
uce a feature map c = [ c 1 , c 2 , . . . , c n −h+1 ] , c εR 

n −h+1 . Each element

 i in c can be calculated as: 

 i = σ ( wf · x i:i+h −1 + b ) 

here b ∈ R is a bias term. According to the range of the index

, the type of convolution operation can be classified into narrow

nd wide; the former requires that n ≥ h, while the latter does
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ot have requirements on n or h. For the latter one, out-of-range

nput values x i where i < 1 or i > n are set to be zero. The trained

eights in the filter wf can be used as a linguistic feature detec-

or to recognize a specific class of phrases. The lengths of these

hrases are not larger than h, where h is the width of the filter.

pplying the weights wf in a wide convolution ensures that all

eights in the filter reach the entire sentence, including the words

t the margins. This is particularly important when h is set to a

elatively large value such as 8 or 10. In addition, a wide convo-

ution guarantees that the application of the filter h to the input

entence n always produces a valid non-empty result c, indepen-

ently of the width h and the sentence length n. Therefore, we

ad zeros at the beginning and end of the sentence. 

In the following equation, hyperbolic tangent, sigmoid and ReLU

rectified linear unit) can be used as a nonlinear function σ . Com-

ared with sigmoid and tanh functions, ReLU doesn’t have a gradi-

nt vanishing problem, which can be chosen as the activation func-

ion to train deep networks efficiently. It is defined as: 

 ( t ) = max ( 0 , t ) 

.2.2. Pooling operation 

The pooling operation aims to reduce the resolution of feature

aps by applying a pooling function to several units in a local re-

ion of a size determined by a parameter called pooling size. The

ooling operation units will serve as generalizations over the fea-

ures obtained from convolution. These generalizations are invari-

nt to small variations in location, since they are spatially local-

zed in frequency. A max approach is used as the pooling function

o each convolution feature map independently and captures the

ost useful local features: 

ˆ 
 = max { c } 
ˆ  is a feature corresponding to the particular filter. This pooling

cheme naturally deals with variable sentence lengths. The model

ses multiple filters (with varying window sizes) to produce multi-

le features. This fixed-sized global feature vector can then be fed

o the classical affine network layers. 

.2.3. Label prediction 

The features produced by the pooling operation form the penul-

imate layer ˆ U = { ̂ c 1 , ̂  c 2 , . . . , ̂  c p } (p is the number of filters). They

re then passed to a fully connected softmax layer whose output

s the probability distribution over labels: 

 

(
y = j | ̂  U 

)
= 

exp 
(
ˆ U · ˆ w j 

)
∑ K 

j=1 exp 
(
ˆ U · ˆ w j 

)
here K is the number of labels and ˆ w denotes the weight matrix

f the fully connected layer. 

.3. Opinion summary generation 

When the sentiment label is assigned to each post, positive and

egative datasets are built by selecting the posts and features to-

ether with the associated labels. Then, a set of features that best

escribe each dataset are identified by Semantic Relationship Min-

ng, and finally, representative opinion sentences are selected us-

ng the MMR criterion, which strives to reduce redundancy while

aintaining semantic relevance to the features. 

.3.1. Semantic relationship mining 

Selection of representative features for positive and negative

ata can provide useful cues for accurate opinion sentence extrac-

ion. By performing the max pooling operation on all feature maps,
ach word in the specific phrase feature receives a vote, which is

ormalized as: 

 w = 

V w − min 

max − min 

here V w 

is the number of votes word w gets, max and min are

he maximum number and minimum number of votes in the sen-

ence containing word w. By normalization, the score of each word

n the sentence lies between [0,1]. For the collection of positive and

egative data obtained by CNN classification, we compute the cu-

ulative score of each feature word, respectively, which indicates

he sentiment importance of the feature word. Then, a feature

raph-based ranking function, which combines the importance of

eatures mined by CNN [6] and TextRank [9] , is developed to fur-

her identify important features and their associations. The intu-

tion behind the model is that when one feature links to another

ne, it means that the feature casts a vote for the other feature;

hen, the importance of a feature depends on the number of votes

 feature gets and the importance of the feature casting the vote.

ormally, let G = ( V , E ) be a feature graph, where V and E are the

et of vertices represented by features and the set of edges repre-

ented by association between features, respectively. In(V i ) is the

et of features that points to feature V i , Out(V i ) is the set of fea-

ures that feature V i points to, co-occurrence relation is used to

xpress the association of features and the association strength be-

ween feature V i and V j is denoted by w 

′ 
ij 
. The score of a feature

 i is computed as follows: 

S ( V i ) = ( 1 − d ) ∗ CN N score ( V i ) ∑ N 
t=0 CN N score ( V t ) 

+ d ∗
∑ 

v j εIn ( V i ) 

w 

′ 
ji ∑ 

V k εOut ( V j ) w 

′ 
jk 

W S 
(
V j 

)
here d is a damping factor that can be set between 0 and 1.

NN SCORE (V i ) is the score value computed by CNN and N is the

umber of vertices in the graph. 

Through the above iterative process, the features that are iden-

ified as important ones by CNN and also recommended by the re-

ated and highly influential features are selected as important fea-

ures. These important mined related features tend to help further

xtract representative opinion sentences. 

.3.2. Opinion sentence extraction 

Once we obtain important features for each sentiment category,

e extract the representative opinion sentences to generate an

pinion summary. Sentences are selected according to a combined

riterion of relevance and novelty, where the former measures the

emantic relevance between the sentence and a given feature set,

nd the latter measures the dissimilarity between the opinion sen-

ence being considered and the previously selected one. MMR cri-

erion [8] provides an efficient and unified way to consider these

wo factors and thus is adopted to extract the opinion sentence. It

s defined as follows: 

 M R = Arg max 
D i ∈ R \ S 

[
λSi m 1 ( D i , F ) − ( 1 − λ) max 

d j ∈ S 
Si m 2 

(
D i , D j 

)]

here D is a sentence collection, F is a feature set, S is the sub-

et of already selected sentences in D and R \ S is the set of unse-
ected sentences in D. Given D and F, the opinion sentence extrac-

ion model will select opinion sentences with high marginal rele-

ance; namely, the selected sentence is relevant to the feature set

 and contains minimal similarity to previously selected sentences

n S. Sim 1 is the similarity metric between a sentence and a feature,

hile Sim is the similarity metric between two sentences. 
2 
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Table 1 

Description of emergency events-related data. 

The name of the topic Time period #of microblogs with sentiment #of positive microblogs #of negative microblogs 

�� � � (AirAsia plane lost) 2014 .12.28–2015.01.12 4207 2214 1993 

�� � � (Taiwan plane crash) 2015 .02.04–2015.02.19 877 521 356 

��� � (Germanwings air crash) 2015 .03.24–2015.04.07 304 110 194 

Table 2 

Description of natural disaster events-related data. 

The name of the topic Time period #of microblogs with sentiment #of positive microblogs #of negative microblogs 

��� � (Kangding earthquake) 2014 .11.22–2015.12.07 1021 849 172 

�� � � (Ludian earthquake) 2014 .08.03–2014.08.18 1301 1031 270 

� ��� � (Nepal earthquake) 2015 .04.25–2015.05.01 157 135 22 
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5. Experimental analysis 

In this section, we conduct comprehensive and systematic anal-

yses to evaluate the proposed automatic representative opinion

summary generation model. The process of collecting the dataset

and the evaluation metrics are presented first. Then, we explain

the purpose of our experiments in detail. Next, the performance of

our model is compared with the results of three other models; re-

sults of the comparison verify the efficacy of the proposed model.

Finally, a case study and visual analytics of sentiment is used to

further illustrate the summarization results of the proposed model.

5.1. Dataset description 

To thoroughly examine the performance of the proposed model

from different perspectives, two kinds of real-world Chinese mi-

croblogging datasets are used to conduct our experiments. 1) The

first dataset comes from COAE2014, which is the 6th Chinese Opin-

ion Analysis Evaluation, and involves product-related topics such

as cars, cell phones, jewelry, and milk from a Chinese microblogging

platform. Three annotators manually annotated the microblogs as

positive, negative or neutral. We obtain 9465 microblogs, 5501

positive microblogs and 3964 negative microblogs. 2) We use Sina-

weibo API to collect an event-related dataset, which consists of

emergency events and natural disaster events. We chose these top-

ics for the following reasons. Social media such as Twitter and Chi-

nese microblogs has been successfully and widely used in many

different emer gency and disaster scenarios [39] . Accurately un-

derstanding public sentiment and representative opinions towards

these events is especially important for improved emergency or

disaster management. After obtaining the data, ensemble imbal-

anced classification and a knowledge expansion-based spam filter-

ing algorithm [40] are used to filter out noisy data such as ad-

vertisements, robot-generated microblogs, or off-topic microblogs.

Furthermore, we use the above mentioned annotation method to

annotate the 5388 emergency events-related microblogs and 2479

disaster event-related microblogs. The statistics of the datasets are

shown in Tables 1 and 2. 

5.2. Evaluation metrics 

Accuracy, precision, recall and AUC measures, which are com-

monly adopted evaluation metrics in opinion mining [25] , are uti-

lized in our experiments to evaluate the performance of the pro-

posed model. Let TP, FP, TN and FN refer to the number of pre-

dictions falling into TruePositive, FalsePositive, TrueNegative and

FalseNegative categories in the confusion matrix. Then, the accu-

racy is defined as: 

Accuracy = 

T P + T N 

T P + F P + T N + F N 
For positive sentiment, the precision and recall are defined as

ollows: 

 os.P re = 

T P 

T P + F P 
, P os.Rec = 

T P 

T P + F N 

Similarly, for negative sentiment, the precision and recall are

efined as follows: 

 eg.P re = 

T N 

T N + F N 

, N eg.Rec = 

T N 

T N + F P 

To balance the performance of two sentiment types, we average

he results to obtain the overall precision and recall: 

 recision = 

P os.P re + Neg.P re 

2 
, Recall = 

P o s.Rec + Neg.Rec 

2 

AUC [41] , which stands for “area under the ROC curve,” refers

o the amount of area under the receiver operating characteris-

ic curve. It is a value between 0.5 and 1. In classification prob-

ems, AUC’s threshold independence makes it uniquely qualified for

odel selection. The model with a higher AUC will be the better

ne regardless of the threshold setting. 

.3. Purpose of our experiments 

The focus of the experiments is to test the efficacy of each com-

onent in the proposed opinion mining and summarizing model.

he following questions are addressed. 

Question 1: Does CNN accurately predict the sentiment polarity

for product or emergency/disaster-related events in Chinese

Microblogging Systems? 

Question 2: In practical application scenarios, it is usually nec-

essary to make a quick and accurate prediction for the cur-

rent event based on historical events in the same category.

Does the features’ self-learning ability in CNN help provide

such an accurate prediction among different events? 

Question 3: Is the Semantic Relationship Mining approach ef-

fective or intuitively explanatory for mining associations

among features and identifying important features? 

Question 4: Do the identified important features provide cues

that help extract more understandable opinion sentences? 

Question 5: Does the model extract semantically relevant and

not redundant opinions, which helps better understand the

public’s opinions? 

To answer these questions, we proceed as follows. For the first

uestion, we conduct a set of experiments on the COAE2014 data

o evaluate the CNN model performance for product data. For the

econd question, for emergency events, we predict the sentiment

bout the GermanWings air crash based on the AirAsia lost plane

vent and Taiwan plane crash event. For natural disaster events,

he sentiment about the Nepal earthquake is predicted based on
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Table 3 

Comparison of different sentiment prediction models for COAE2014 

data. 

Model Accuracy Precision Recall AUC 

CNN 86 .01 85 .77 85 .77 0 .936 

SVM 84 .34 84 .02 83 .71 0 .912 

Random forest 83 .90 83 .70 83 .05 0 .921 

Logistics regression 83 .08 82 .68 82 .49 0 .899 
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Table 4 

Prediction results for emergency events. 

Model Accuracy Precision Recall AUC 

CNN 89 .47 89 .79 87 .23 0 .936 

SVM 86 .84 87 .18 83 .99 0 .909 

Random forest 87 .83 87 .78 85 .54 0 .929 

Logistics regression 82 .57 81 .04 81 .62 0 .836 

 

d  

m  

o  

f  

d  

i  

t  

t

 

m  

t  

p  

b  

p

 

i

m  

t  

w  

t  

a  

n  

c  

c

5

e

 

i  

a  

s  

p  

t  

b  

e  

b  

F  

i  

q

 

b  

d  
he Kangding earthquake and Ludian earthquake. In addition, com-

arison between static term vector and non-static word vector

s presented, which further explains the accurate prediction. For

he third, fourth and fifth questions, a case study is presented to

emonstrate how the mined features affect the results of summa-

ization and why the extracted opinions are important in a real

cenario. Finally, visual analytics of sentiment is used to show how

he proposed model can offer users a vivid representation to help

hem better understand the semantics of public opinion and, more

mportantly, how it will enable users to navigate through the data,

nteract with the system and provide timely feedback. 

.4. Experimental results and discussion 

In this section, to examine the usefulness and effectiveness of

NN for sentiment prediction in Chinese Weibo, we compare it

ith three traditional classification methods: support vector ma-

hines (SVM), logistic regression and random forest. Unigram and

igram are used to construct the feature space for the comparison

ethods. All the baselines are implemented based on WEKA [42] ,

hich is a widely used tool for data mining tasks. The best results

re shown in bold in the Tables 3-6. 

In all the experiments, some parameter settings of the proposed

odel are as follows. During the word vector training phase, we

et the length of the word vector to 300 dimensions and set the

indow size to 5. During the CNN training phase, three groups of

onvolution templates with filter window sizes of 3, 4 and 5 are

sed; the number of each template is 100. In addition, the batch

ize of training samples each time is 50, and the ReLU method is

sed as the activation function. During semantic association min-

ng, parameter d is set to 0.5 and the window size to 4. Finally, in

he opinion summary generation stage, λ is set to 0.6. 

.4.1. Evaluation of sentiment prediction for COAE2014 data 

We apply the CNN method to the COAE 2014 data. Table 3

hows the performance comparison of CNN over three traditional

lassification methods. 

We use 10-fold cross validation as a means to avoid bias in

he experiments. This involves dividing the data into 10 groups, it-

ratively using combinations of nine distinct groups to learn the

odel and the remaining group to validate the performance of the

odel, and averaging the predictive accuracy score. 
Fig. 2. The feature distribution of a positive
As can be seen from Table 3 , CNN performs better than the tra-

itional classification methods in all four evaluation measures. The

ethod can predict the sentiment polarity with an accuracy of 86%

n product-related Chinese microblogging data. The improved per-

ormance suggests that, on one hand, word2vec obtains the low

imensional vector representation of each word, which makes the

nput sentence vector of CNN more meaningful; on the other hand,

he features’ self-learning ability in CNN helps automatically iden-

ify the effective features for sentiment prediction. 

In order to further investigate if the mined feature words are

eaningful for sentiment prediction, the number of features in

he regions selected by each convolution template during the max

ooling process is accumulated and we obtain the feature distri-

ution of each microblog. Fig. 2 shows the feature distribution of a

ositive microblog and a negative microblog. 

From the left part of Fig. 2 , we can observe that for the pos-

tive microblog ��������� , ������� ( Samsung’s 

obile phone used by Yun Eunhea, immediately feel very advanced ),

he important features identified by CNN are very and advanced ,

hich can help judge the sentiment polarity of the microblog. For

he negative microblog �������� , ������! ( The most

fraid of using Samsung’s mobile phone, the battery is not very good ),

ot, good and ! are selected as the important features, and CNN

orrectly predicts the label of the microblog as negative by suc-

essfully identifying the negative word not . 

.4.2. Evaluation of sentiment prediction for emergency and disaster 

vent data 

Emergency and natural disaster events are naturally character-

zed as sudden and urgent. In addition, social media has become

 platform for people to express and spread their opinions about

uch events in real time, which brings a challenge of responding to

ublic opinions very quickly. Therefore, it is extremely important

o provide a quick and accurate prediction for the current event

ased on historical events of the same category. For emergency

vents, we predict the sentiment about the GermanWings air crash

ased on the AirAsia lost plane event and Taiwan plane crash event.

or natural disaster events, sentiment about the Nepal earthquake

s predicted based on the Kangding earthquake and Ludian earth-

uake. The prediction results are shown in Tables 4 and 5. 

Table 4 shows that sentiment prediction using CNN yields the

est results in all four measures on emergency events. For natural

isaster events, CNN still performs far better than SVM and logistic
 microblog and a negative microblog. 
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Table 5 

Prediction results for natural disaster events. 

Model Accuracy Precision Recall AUC 

CNN 89 .81 78 .95 94 .06 0 .970 

SVM 87 .26 74 .31 81 .18 0 .926 

Random forest 89 .80 80 .48 73 .15 0 .907 

Logistics regression 87 .26 73 .57 73 .57 0 .928 

Table 6 

Prediction results with static vectors and non-static vectors. 

Accuracy Precision Recall AUC 

Emergency events Static 87 .83 87 .10 86 .33 0 .921 

Non-static 89 .47 87 .23 89 .79 0 .936 

Natural disaster events Static 84 .08 70 .40 79 .33 0 .918 

Non-static 89 .81 78 .95 94 .06 0 .970 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7 

Semantically related words discovered by static vectors and non-static vectors. 

Seed words Static vectors Non-static vectors 

�� hope � have � � heaven 

�� we [ �� ] [wish] 

� all �� well 

� � ask for ���� God bless! 

� � safe �� pray �� pray 

�� praise � � � � Amitabha 

� good � ��� safe and sound 

�� they �� grieve 

[ �� �� ] [one’s face is 

covered with tears] 

[ �] [tears] [ ��] [surround to watch] 

�� investigate �� heartache 

� � finally [ �� ] [sad] 

� separate [ �] [tears] 

� � alive �� at one’s side �� well 

� 	� live � ��� safe and sound 

�� life �� praise 

� �
 everyone � 	 present 
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regression. Compared with CNN, random forest achieves better

results on precision, nearly equal results on accuracy, but worse

results on recall and AUC. The results on both events datasets

confirm that the sentiment label of the newly happened event

data can be predicted by using past events of the same category as

training data. In addition, traditional classification methods using

n-grams as features can only extract features of words, while

CNN can find more specific sentence patterns, which makes CNN

achieve better performance. 

5.4.3. Prediction with static vectors and non-static vectors 

The input of CNN consists of sentence vectors, which are com-

posed of word vectors trained by word2vec. However, these word

vectors are static and not adapted to the domain-specific task since

they are learned by unsupervised learning. Non-static word vec-

tors refer to the fine-tuning vectors that are updated based on the

loss error of classification during the training, which can capture

more meaningful representations for domain-specific data [6] . Both

static word vectors and non-static word vectors are used to eval-

uate their effects on four evaluation measures in our experiments.

The results are shown in Table 6. 

It is interesting to note that non-static vectors appear to have

a positive effect on prediction results; results on all four measures

are improved significantly. This is because we use the supervised

learning method to update the word vector and obtain a more

meaningful word vector representation, similar to sentiment ori-

entation 

In addition, we conduct experiments to further test the effec-

tiveness of the learned static vectors and non-static vectors. We

choose some seed words, use cosine similarity to measure the

similarity between two word vectors, and obtain the most similar

words for each seed word. Table 7 summarizes the top 4 similar

words of the chosen seed words. 

As shown in Table 7 , the non-static word vectors can reveal

more semantic information. By dynamically updating the word

vectors during the training process, semantically related words are

clustered together. If we take an emoticon [one’s face is covered

with tears] as an example, based on the representation of static

vectors, only [tears] is found to be relevant to it; however, non-

static vectors identify that heartache, [sad] and [tears] are all re-

lated to the original emoticon expressing sad feelings. This exam-

ple further confirms that sentiment prediction accuracy can be im-

proved by effectively discovering latent semantic representation of

words, which is useful for emotion recognition. Moreover, the non-

static word vectors also provide a valuable resource for automati-

cally building a domain-specific sentiment knowledge base. 
.4.4. A case study 

In an emergency and disaster event analysis environment, be-

ides offering users sentiment labels for each post, users often

eed to further understand the semantics of opinions via repre-

entative opinions. Generally speaking, words often provide impor-

ant cue information, while sentences can provide more complete

emantic information. Based on this intuition, we propose a two-

tep opinion generation method: first, a semantic relationship min-

ng model is used to identify important features; secondly, based

n the obtained features, MMR is applied to extract representative

entences to generate an opinion summary. The extracted repre-

entative sentences meet “relevant novelty” requirements, namely,

aximized semantic relevance and minimized redundancy. 

The purpose of this experiment is to use emergency events as

 case to test the effectiveness of the opinion summary genera-

ion model. As shown in previous sections, CNN can achieve 89.47%

rediction accuracy. 

Based on the Semantic Relationship Mining model described in

ection 4.3 , we get the important features of positive and nega-

ive emotions. The identified top20 important features are shown

n Table 8. 

It can be seen from Table 8 that these features can better

escribe the semantic information for the positive and negative

atasets. In order to further evaluate the effectiveness of these fea-

ures, we compare the proposed hybrid method integrating CNN

nd TextRank (CNN&TextRank for short) with the following meth-

ds: TextRank method, frequency-based and combined frequency-

ased and TextRank (Frequency&TextRank). Based on the results of

ccurate sentiment classification of data collections, the frequency-

ased method selects the features with high term frequency from

he obtained positive and negative data. The hybrid pattern of

requency-based and TextRank is similar to that of CNN and Tex-

Rank discussed in Section 4.3 , replacing the CNN item score with

he normalized word frequency score. The results obtained by

hese three methods are shown in Table 9. 

As shown in Table 9 , for the positive dataset, the important

eatures mined by the three methods are almost the same; most

f the features include terms indicating good wishes such as pray,

afe, cherish and strong . For the negative data, the hybrid approach

requency&TextRank achieved the best results, because emoticons

ith strong negative emotional expressions such as [tears], [sad] or

heartbroken] are ranked higher. 

We further compare the two hybrid approaches, CNN&TextRank

nd Frequency&TextRank. For the positive dataset, CNN&TextRank

ot only finds 70% of the important features that can also be

ined by Frequency&TextRank, but also identifies strong positive
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Table 8 

Top 20 important features of positive and negative dataset discovered by combining CNN and TextRank. 

Top20 important features 

Positive dataset [ � �]([candle]), �� (rest in peace), ��(deceased), � �(safe), �� (pray), ��(bless), ��(stand in silent tribute), ��(all the way), �

�(they), � �(miracle), �	(cherish), �� (god bless), � ��(victim), �� (well), � �(passenger), � � (strong), ��(grieve), 	 � (come 

back home), � � (alive), [ �� ]([plane]) 

Negative dataset [ �]([tears]), [ �� ]([sad]), � �� (by plane), 
�(later), [ � �]([heart broken]), [ � ]([scared]), [ �
]([surprised]), ��(really), �� (so), 

�� (capricious), � �(damn), ��(terrible), ��(accident), � �(crash), [ ��]([sick]), ��(can’t), �� (safety), [ �
]([shocked]), �

� (now), �� (what’s wrong) 

Table 9 

Top 20 important features by TextRank, Frequency-based and Method combines Frequency-based and TextRank. 

Important features (top20) 

TextRank Positive dataset [ � �] ([candle]), ��(deceased), �� (rest in peace), �� (pray), � �(safe), ��(bless), �� (TransAsia), 

�	(cherish), ��(stand in silent tribute), �� (world), � �(passenger), � � (mainland), 
�(people), � 

��(victim), �� (rescue), � � (alive), ��(all the way), � �(die in an accident), �� (god bless), �

�(compatriot) 

Negative dataset � �� (by plane), 
�(later), ��(accident), [ �] ([tears]), ��(can’t), � �(crash), �� (know), �

� (indeed), � �(China), � � (MH), �� (this year), � � (Indonesia), [ �� ] ([sad]), �� (not), ��(this 

kind), � � � �(airline), �� � (pilot), ��(expert), �� (now), ��(possible) 

Frequency Positive dataset [ � �] ([candle]), �� (rest in peace), ��(deceased), ��(hope), �� (pray), � �(safe), ��(bless), �

� (Taiwan), �� (AirAsia), �� (plane), � � (lost), ��(happen), ��(they), � �(air crash), �� (life), �

�(stand in silent tribute), � � (strong), � �(miracle), �	(cherish), � �(you) 

Negative dataset �� (plane), [ �] ([tears]), � � (lost), �� (AirAsia), � �� (by plane), �� (what’s wrong), [ �� ] ([sad]), �

� (passenger plane), ��� (why), 
�(later), �� (so), �� (now), [ � ]([scared]), [ � �] ([heart broken]), 

�� (Taiwan), �� (safety), ��(terrible), �� (like this), [ �
] ([surprised]), ��(accident) 

Combining frequency and TextRank 

(Frequency&TextRank) 

Positive dataset [ � �] ([candle]), �� (rest in peace), ��(deceased), ��(hope), �� (pray), � �(safe), ��(bless), �

�(stand in silent tribute), �	(cherish), � � (strong), � �(miracle), �� (TransAsia), � ��(victim), �

�(condolences), � �(passenger), ��(they), [ �]([heart]), �� (family member), � �(disaster), ��(all 

the way) 

Negative dataset [ �] ([tears]), � �� (by plane), [ �� ] ([sad]), 
�(later), �� (now), �� (what’s wrong), ��(accident), 

[ � �] ([heart broken]), [ � ] ([scared]), ��(really), ��(terrible), �� (this year), ��� (why), �� (so), 

� � (MH), � �(crash), [ �
] ([surprised]), ��(can’t), �� (indeed), �� (don’t dare) 
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motional features such as god bless, well or come back home .

or the negative data, 75% of the important features obtained by

NN&TextRank are consistent with that of Frequency&TextRank.

ore strong negative emotional emoticons including [tears], [sad],

heartbroken] and [scared] rank higher and interesting and mean-

ngful negative expressions such as damn, [sick] and [shocked] are

lso mined. Therefore, in general, CNN&TextRank is able to iden-

ify more significant and meaningful positive and negative features.

his may due to the following reasons. On one hand, CNN can ob-

ain the emotional semantic score of each word, which can’t be

ined by frequency-based methods; on the other hand, the fea-

ure graph constructed by TextRank helps identify more important

eatures, enhancing the interpretability of the results. 

We perform some experiments with window sizes of 2, 3, 4 and

 to examine the impact of different window size on the result,

nd the experimental results show that the impact is small. This

ay be due to the characteristics of short text in Sina-weibo. Fi-

ally, the window size is set to 4. 

Parameter d adjusts the impact of CNN score and TextRank on

he final score of the features. Intuitively, decreasing d will in-

rease the influence of the CNN score on the extracted features,

nd vice versa. The experimental results with the settings d = 0.2,

 = 0.5 and d = 0.8 are shown in Table 10 . From Table 10 , we can get

he following findings. For the positive data, the important features

ined by the proposed hybrid approach with different settings are

asically consistent. For the negative data, when parameter d is

et to 0.5 and 0.8, 70% of the features identified by the approach

re similar, and strong negative emotional emoticons rank higher

hen d is set to 0.5. When parameter d is 0.2 and 0.5, 80% of the

eatures identified by the approach are similar, and the ranking or-

ers of the features are basically identical. The observed findings

uggest that the quality of important features can be improved by

ncreasing the weight of CNN’s score. To balance the effects of CNN

nd TextRank, d is set to 0.5. 
a  
Based on the above identified important features and their

anking scores, each clause in a microblog, separated by punctu-

tion, is given a cumulative score. MMR is then used to obtain the

nal opinion summary with minimum redundancy. Table 11 shows

he results for emergency events. 

As can be seen from Table 11 , the positive data mainly discusses

wo aspects. One is mourning for the victims, including [candle]

candle] [candle], Let deceased rest in peace, stand in silent tribute ;

he other is hoping for a miracle to happen, such as pray, hope

or miracle to happen, I wish they come back home alive . The nega-

ive data also talks about two topics, expressing sad feelings, such

s [tears] [tears] [tears] or [sad] [sad] [sad] , or fear and complaints

bout the event, such as it’s too terrible, accident happens all the

ime or [surprised] . As we can see, the phrase/clause extracted by

he MMR method are more meaningful and diverse, which is use-

ul for gaining insights into the deep semantic information of pub-

ic opinions. 

.5. Visual analytics of sentiment 

Based on the above results for sentiment prediction and opinion

ummary, visual analytics will show users a vivid representation to

elp them better understand the semantics of public opinion. More

mportantly, it will enable users to navigate through the data, in-

eract with the system and provide timely feedback, which also

rovides an efficient way for the proposed model to learn from

sers’ feedback and thus improve the sentiment analysis perfor-

ance. 

When a user submits a topic term “plane crash,” the CNN-based

odel is first built to predict the polarity of microblogs on this

opic. The distribution of polarity between positive sentiment and

egative sentiment from December 2014 to April 2015 is computed

s shown in Fig. 3 ; it will provide users an intuitive and overall
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Table 10 

Top 20 important features mined by CNN&TextRank with different parameter settings d. 

d = 0.2 Positive dataset [ � �] ([candle]), �� (rest in peace), ��(deceased), � �(safe), �� (pray), ��(bless), ��(stand in silent tribute), ��(all the 

way), � �(miracle), �� (god bless), ��(everything), � ��(victim), �� (well), �	(cherish), � � (strong), ��(grieve), 	 � (come 

back home), � �(passenger), [ �� ]([plane]), � � (alive) 

Negative dataset [ �] ([tears]), [ �� ] ([sad]), [ � �] ([heart broken]), � �� (by plane), �� (so), [ � ] ([scared]), [ �
] ([surprised]), 
�(later), �

� (capricious), �� (what’s wrong), � �(damn), ��(really), [ ��], ��(terrible), [ �
] ([shocked]), �� (still), �� (don’t dare), �

� (like this), 	 � (dangerous), � �(crash) 

d = 0.5 Positive dataset [ � �] ([candle]), �� (rest in peace), ��(deceased), � �(safe), �� (pray), ��(bless), ��(stand in silent tribute), ��(all the 

way), ��(they), � �(miracle), � ��(victim), �� (god bless), �	(cherish), �� (well), � �(passenger), � � (strong), ��(grieve), 

	 � (come back home), � � (alive), [ �� ]([plane]) 

Negative dataset [ �] ([tears]), [ �� ] ([sad]), � �� (by plane), 
�(later), [ � �] ([heart broken]), [ � ] ([scared]), [ �
] ([surprised]), ��(really), �

� (so), �� (capricious), � �(damn), ��(terrible), ��(accident), � �(crash), [ ��]([sick]), ��(can’t), �� (safety), [ �
] 

([shocked]), �� (now), �� (what’s wrong) 

d = 0.8 Positive dataset [ � �] ([candle]), �� (rest in peace), ��(deceased), � �(safe), �� (pray), ��(bless), ��(stand in silent tribute), �	(cherish), 

� �(passenger), ��(all the way), � ��(victim), � �(miracle), �� (TransAsia), 
�(people), �� (god bless), �� (family 

member), � � (alive), � �(disaster), �� (well), �� (world) 

Negative dataset [ �] ([tears]), � �� (by plane), 
�(later), [ �� ] ([sad]), ��(really), ��(accident), [ � ] ([scared]), [ � �] ([heart broken]), � 

�(crash), ��(can’t), �� (indeed), � � (MH), �� (this year), �� (now), ��(terrible), [ �
] ([surprised]), �� (see), �� (tragedy), 

	 � (dangerous), � �(damn) 

Table 11 

Opinion summary for emergency event. 

Positive opinion summary Negative opinion summary 

[ � �][ � �][ � �] [Candle] [Candle] [Candle] [ �][ �][ �] [Tears] [Tears] [Tears] 

���� Let deceased rest in peace [ �� ][ �� ][ �� ] [Sad] [Sad] [Sad] 

�� Pray [ � ] [Scared] 

�� Stand in silent tribute [ �
] [Surprised] 

��� � All the way walk good � � Damn 

�� God bless � ��� It’s too terrible 

�	�� Cherish life ������� I’m really really saddened 

����� � Hope for miracle to happen �� �� Accident happens all the time 

[ �� ][ �� ][ �� ] [Plane][Plane][Plane] ����� � Can’t be safe? 

� ���� � �� I wish they come back home alive � � Crash 

Fig. 3. Distribution of sentiment for emergency event. 
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sentiment comparison. The more accurate the prediction model is,

the more realistic the distribution is. 

Figs. 4 and 5 show the generated word clouds from positive and

negative microblogs when a user clicks on the sentiment distribu-

tion. The size of the word represents the importance of the word,

which provides valuable cues for emotional analysis. 

Based on the word cloud, the visualization of the opinion sum-

mary is generated as shown in Figs. 6 and 7 . The size of the sector

represents the importance of the opinion. From these figures, we

can observe that the reduplication of an emoticon plays an impor-

tant role in expressing strong feelings, for instance, [tears] [tears]

[tears] and [sad] [sad] [sad] are used to show that users are very
pset and sad. [candle][candle][candle] and [plane][plane][plane] ex-

ress the strong feeling of mourning for the victims and the

ope that people come back soon. Besides the reduplication of

moticons, the model also finds some diverse and interesting pat-

erns, such as significant word or sentence structure. For example,

he mined sentence structure including “Let……,” “Hope……” and

Wish……” is usually used for offering expectations and wishes.

ag question such as can’t be safe are bitter complaints about the

vent. These found opinion summaries provide an efficient way for

sers to better understand the semantics of the public’s opinions. 

When the user clicks on an opinion sentence of interest, the

elated microblogs together with their publication time, authors,
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Fig. 4. Positive word cloud. 

Fig. 5. Negative word cloud. 

Fig. 6. Positive opinion summary. 

Fig. 7. Negative opinion summary. 
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eply number, retweet number and sentiment label will appear in

 list. The user can interact with the system. For example, if he/she

s not satisfied with the prediction result of the microblog, he/she

an provide timely feedback by adjusting the sentiment label in

he system; then the revised label data will be collected and used

or training the model in the future. 

From the above analysis, we can see that visual analytics of sen-

iment can help users understand the public’s opinions compre-

ensively, thus, it is useful for management departments to quickly

espond to a hot event. 

. Conclusions and future work 

Chinese microblogging systems play an increasingly important

ole in our daily life. The large amount of microblogs makes it ex-

remely difficult for users to keep track of public opinions. There-

ore, it is crucial to mine and summarize opinions from microblogs

utomatically. 

This paper aims to address the following two unique challenges

osed by Chinese opinion summarization: automatic learning of

mportant features and selection of representative sentences. We

ropose a CNN-based opinion summarization method for Chinese

icroblogging systems. The model first uses a convolution oper-

tion to produce feature maps; then the resolution of the feature

aps is reduced by a pooling operation; finally, the obtained useful

ocal features are fed to a fully connected softmax layer to predict

he sentiment label of the microblog. Based on the prediction re-

ults, we build positive and negative datasets by selecting the posts

nd features with assigned sentiment labels. A two-step opinion

eneration method is proposed to generate the opinion summary:

 semantic relationship mining model is used to identify impor-

ant features and Maximal Marginal Relevance is applied to ex-

ract representative sentences to generate the opinion summary.

he extracted representative sentences meet “relevant novelty” re-

uirements. Experimental results on COAE and emergency/disaster

eal-world datasets from Chinese microblogging systems verify the

fficacy of the proposed model. 

Our work can be extended as follow. First, we would like to

rovide an efficient procedure for considering the user’s feedback

uring the learning process. Second, we will further study the

haracteristics of emergency and natural disaster events on Twitter

y applying the proposed model to analyze the semantic of opin-

ons for these kinds of events and evaluating the efficacy. Third,

t will be interesting to study whether the proposed model can be

sed for other kinds of events. Finally, how to incorporate other in-

ormation such as temporal signals, geographical information and

ser influence information into summarization is an interesting

nd challenging research direction. 
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