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Abstract—In this paper, we propose a novel two-step build-
ing extraction method from remote sensing images by integrating
saliency cue. We first utilize classical features such as shadow, color,
and shape to find out initial building candidates. A fully connected
conditional random field model is introduced in this step to ensure
that most of the buildings are incorporated. While it is hard to fur-
ther remove the mislabled rooftops from the building candidates
by only using classical features, we adopt saliency cue as a new fea-
ture to determine whether there is a rooftop in each segmentation
patch obtained from previous step. The basic idea behind the use
of saliency information is that rooftops are more likely to attract
visual attention than surrounding objects. Based on a specifically
designed saliency estimation algorithm for building object, we ex-
tract saliency cue in the local region of each building candidate,
which is integrated into a probabilistic model to get the final build-
ing extraction result. We show that the saliency cue can provide an
efficient probabilistic indication of the presence of rooftops, which
helps to reduce false positives while without increasing false neg-
atives at the same time. Experimental results on two benchmark
datasets highlight the advantages of the integration of saliency cue
and demonstrate that the proposed method outperforms the state-
of-the-art methods.

Index Terms—Buildings, fully connected conditional random
field (CRF), saliency.

I. INTRODUCTION

AUTOMATIC extraction of buildings from remote sensing
images is key to a wide range of applications, including

landscape analysis, three-dimensional urbanscene reconstruc-
tion, map updating, etc. To pursuit efficient, generic and accurate
extraction result, many approaches have been proposed in the
past few years [1]–[6]. Although important advances have been
achieved, it is still a challenging task to guarantee high-quality
building extraction result over various imagery. The main dif-
ficulty comes from the significant diversity of the appearance,
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density, and structure complexity of buildings across different
regions.

To distinguish building rooftops from nonrooftop objects in
aerial or satellite images, a variety of cues were exploited in
previous work, such as shape, color, strong edges, corners, and
shadows. Notice that a single cue is insufficient to adaptively
identify rooftops under different circumstances, recent works fo-
cus on combining multiple cues to design more reliable descrip-
tors of buildings [3], [5], [6]. Such methods first select the most
probable rooftop candidates by integrating several cues and then
a stochastic optimization process is followed to further refine the
candidates. While these methods have demonstrated impressive
results, the problem is that the optimal balance between the num-
ber of missing rooftops and the number of mislabeled rooftops is
still hard to find. To obtain a low number of missing rooftops, one
has to keep as much as possible rooftops during the candidate
selection step. However, this is fragile since more undesirable
nonrooftop objects may be incorporated at the same time, which
will lead to a noticeable increase in the number of mislabeled
rooftops even after the following refinement procedure.

In this paper, we propose a novel method to address the above
problems by integrating the saliency cue during building extrac-
tion. Saliency, which is highly related to human visual percep-
tion, measures the importance and informativeness of one ob-
ject in the scene [7]. It is observed that human vision processing
system has a remarkable ability to automatically focus attention
onto several interested regions which have high visual saliency
within the field of view. By mimicking the mechanism involved
in human vision system when selecting candidate salient objects
in a scene, many models have been proposed to computationally
extract salient image regions, which broadly benefits applica-
tions including image segmentation, object recognition [8], [9],
and detection task [10], [11]. Motivated by this fact, we consider
exploring the saliency cue for building extraction from remote
sensing images, based on the assumption that rooftops have
higher saliency than the other objects nearby in the local con-
text. However, the challenge for remote sensing images is that
multiple buildings with complex appearance are involved in one
scene, which limits the straightforward application of existing
saliency detection model. To address this challenge, we develop
a two-step scheme with a novel use of saliency feature to obtain
a low number of both missing rooftops and mislabeled rooftops
in the final extracted result. We first follow the pipeline in [6]
to get an initial segmentation of rooftops. Given an image with
RGB information, the pipeline first decomposes the image into
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perceptually homogeneous regions by using Gaussian mixture
model (GMM) clustering model. Those segments belonging to
shadows and vegetations are identified according to the inten-
sity and greenness. Next, the remaining segments are classified
into probable rooftops and probable nonrooftops depending on
their shape, size, compactness, and surrounding shadow. Based
on the classification of these segments, a higher order multilabel
conditional random field (CRF) model is used to obtain the final
extraction result. However, in contrast to the GMM clustering
model used in the original pipeline, we introduce a full con-
nected CRF model for the segmentation, which allows us to de-
crease the number of missing rooftops. Then in the second step,
we adopt the saliency cue to determine whether there is a rooftop
in each segmentation patch obtained from previous step. The
calculated saliency map of each patch gives a good indication
of the presence of rooftops. The patches without obvious salient
objects will be assigned a low probability of containing rooftops,
which helps to discard the mislabeled rooftops efficiently. We
evaluate our method on publicly available benchmark datasets
and experimental results show that the proposed algorithm out-
performs the state-of-the-art building extraction methods.

The proposed approach expands upon the recent work in [6]
and improves the original method by making several key con-
tributions as follows:

1) We develop an original two-step scheme for building ex-
traction from remote sensing images based on a novel
use of visual saliency feature. Compared with the method
in [6], a new step is proposed which integrates visual
saliency cue for a further refinement of the building ex-
traction result. To better describe the visual saliency of
rooftops in remote sensing images, a specifically designed
saliency estimation algorithm is also proposed.

2) We also introduce a fully connected CRF model for the
segmentation of rooftops in the first step of our method,
which brings an additional improvement in the global
accuracy.

II. RELATED WORK

There has been extensive work in the area of building extrac-
tion from remote sensing imagery over the years. In this section,
we will give an overview of the most relevant work.

Much of the work in the field identifies building rooftops
by using single cue, such as shapes [12], strong edges [1],
corners [2], and shadows [13]. For example, Liu et al. [12] pro-
posed model matching techniques based on node graph search
to find the correct building rooftop shape. However, the method
is restricted to building rooftops with separated and rectilinear
structure. Saeedi and Zwick [14] detected line segments at
several levels on the original image, and then generated the true
rooftop hypotheses based on the extracted straight lines and the
initial image segments. The method is sensitive to the quality
of the extracted edge map. Sirmacek and Ünsalan [2] present a
scale invariant feature transform keypoints based method for ur-
ban area extraction and building detection. Their method needs
a priorly given building templates for the subgraph matching,
which makes it difficult for images containing variety of build-
ings with complex shapes. Ok et al. [13] proposed a shadow-
based framework to extract building rooftops from single optical

very high resolution (VHR) satellite images. They first obtained
the potential building regions based on shadows and light
direction by applying a fuzzy landscape generation approach,
and then utilized CRF optimization at pixel level to detect the
final building regions. The method tends to generate incomplete
rooftop extraction result if the shadows are broken due to noise
and occlusion. Both Femiani et al. [15] and Ok [5] improved the
method by running the CRF optimization globally and removing
mislabeled rooftops with incorrect shadow information.

Recently, using combination of multiple cues has gained
much attention since it is more robust for more complex scenes.
Sirmacek and Ünsalan [16] combined shadow, edge informa-
tion, and roof color in a two-step process. In their method,
coarse rooftop candidates were selected first using shadow and
color, then Canny edge map was utilized to verify the proposals
and refine the rooftop contour. Cote and Saeedi [4] based their
extraction method on shapes and corners. They first segmented
the input image into smaller blobs through k-means clustering
algorithm and selected the candidate rooftop blobs according to
their shapes. Corners were then detected to refine the outline of
rooftops through level set curve evolution method.

A major challenge of combining multiple cues is dealing with
the heterogeneity among different features. To address the chal-
lenge, probabilistic model is exploited for its fault tolerance
against noise and uncertainty in the extracted features. Benedek
et al. [3] integrated several low-level features, including local
gradient orientation density, roof homogeneity, roof colors, and
shadows through a hierarchical framework. A multitemporal
Marked Point Process (MPP) model combined with a bilayer
Multiple Birth and Death stochastic optimization process was
performed to flexibly fuse the heterogeneous features. More re-
cently, Li et al. [6] proposed a novel higher order CRF-based
method to achieve accurate rooftops extraction, which incor-
porated pixel-level feature and segment-level feature for the
identification of rooftops.

In addition to the classical features, new features are also
proposed for more accurate building extraction. Kovacs and
Sziranyi [17] introduced a novel aerial building detection
method based on region orientation as a new feature. The orien-
tation feature was estimated from local gradient analysis and ap-
plied in various steps to integrate with multiple classical features
throughout the whole framework. Later, Kovacs and Ok [18] de-
veloped a building detection approach by integrated urban area
knowledge, which was obtained based on the feature points
produced by the modified Harris for edges and corners method.

Saliency cue, as a more general feature with adaptivity to
different circumstances, has also been introduced in [19] for
the target detection in satellite images. Their method aimed
to detect and classify variable target objects in high-resolution
broad-area satellite images by using saliency and gist features,
but without discussion on the extraction of target objects. Zhao
et al. [20] focused on airport target recognition of aerial images
based on saliency-constraint feature. Several recent works
attempt to exploit the benefits of using saliency cue for building
extraction from remote sensing images. Yang et al. [21] took
advantage of visual saliency and Bayesian model to rapidly
locate rooftop areas. They directly calculated saliency map
in the whole image, however, the globally generated saliency
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Fig. 1. Comparisons of the image presegmentation results using fully connected CRF model and GMM clustering method. (a) Original image. (b) Result of
using GMM clustering method. (c) Result of using the four-neighbor grid CRF model. (d) Result of using the proposed fully connected CRF model. (e) The ground
truth of rooftops. In (b)–(d), different colors represent different clusters. Notice the improvements of the rooftop segments contained in the green rectangles.

map is insufficient to reveal all of the potential rooftops with
varying appearance. Cretu and Payeur [22] trained a support
vector machine using descriptors derived from visual attention
for the detection of buildings in aerial images. Their method
had the limitation of requiring manually segmented masks for
buildings and streets for the training. In our work, saliency
cue is exploring in the local context of rooftops, which can
provide more reliable measurement of the presence of rooftops.
Furthermore, we integrate the saliency cue with classical
features in an effective manner through probabilistic model and
thus no user interaction is required.

III. EXTRACTION ALGORITHM

The proposed method takes a remote sensing image with only
RGB information as input. The whole process of our algorithm
mainly consists of two steps: An initial segmentation of rooftops
and a following refinement of the segmentation results by uti-
lizing saliency cue. In the first step, we apply the same method-
ology as in [6] except that a new fully connected CRF model
is adopt to overcome the loss of recall caused by inaccurate
presegmentation in the original approach. In the second step,
we compute the saliency map for each of the extracted rooftop
and refine the segmentation result by integrating saliency cue
into a probabilistic model. In the following, we will elaborate
the details of each step.

A. Initial Segmentation

The goal of this step is to select potential rooftops from remote
sensing image through an initial segmentation. We follow a
similar pipeline as in [6] to obtain the initial building candidates.
We observe that the method in [6] is able to maintain a relatively
high precision on various images, however, the recall becomes
unstable when it comes to images containing rooftops with large
noise. The prime reason for the dramatic decreasing of recall
in this case is the unreliable presegmentation generated by the
GMM clustering. Since the GMM method merely clusters pixels
in color space, the rooftops with corrupted color and low contrast
are broken into small pieces, which were incorrectly identified
as nonrooftops in the next step due to their irregular shapes. Such
a failure case is shown in Fig. 1(b), even a smoothing operation
is performed on the image before the GMM clustering, it is still
hard to attain reliable segments of the rooftops contained in the
green rectangles.

In order to reduce the presegmentation errors, we propose to
employ the fully connected CRF model for the presegmentation.
Different from traditional grid CRF model, a fully connected
model establishes pairwise potential on every pair of pixels in
the image. Thus, the Gibbs energy of a fully connected model
takes the form:

E(x) =
∑

i∈V
ψi(xi) +

∑

i∈V,j∈V
i �=j

ψij (xi, xj ) (1)

where V represents the set of all image pixels,ψi andψij denote
the unary potential and pairwise potential, respectively, and xi
is the label taken by pixel i. Another difference is that the
pairwise potential of our fully connected model is defined as the
combination of spatial information and color contrast [23]. Let
Ii, Ij and pi, pj denote the color and pixel coordinates of pixels
i, j, respectively, then the pairwise potential is expressed with
the following term:

ψij (xi, xj ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, if xi = xj

ω1exp
(
−‖Ii−Ij ‖2

2θβ
− ‖pi−pj ‖2

2θα

)

+ ω2exp
(
−‖pi−pj ‖2

2θλ

)
, otherwise

(2)
here ω1 and ω2 are the weight coefficients controlling the im-
pacts of spatial term and color term, parameters θα , θβ , θλ denote
the bandwidth of the Gaussian kernel function. θα , θβ control
the degrees of nearness and similarity, and θλ is used to charac-
terize the effect of removing small isolated regions [23].

The proposed fully connected model improves the preseg-
mentation quality in two aspects. First, the pairwise potential
is defined over all pairs of pixels, which allows the model to
capture long-range interactions; thus, the segmentation of ob-
jects associated with long-range context is augmented. Second,
unlike the commonly used pairwise potential where only color
contrast is considered, the proposed pairwise term incorporates
both color contrast and spatial distance. Therefore, the pro-
posed model is able to generate more accurate segmentation of
objects with noise caused by sampling and proximity to other
objects. Fig. 1(d) illustrates the benefits of using fully connected
model.

Specifically, once the pixels of a given image are classified
into ten classes using GMM clustering as did in [6], we initial-
ize the unary potentials of the proposed fully connected CRF
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Fig. 2. Saliency map computed by different methods on the obtained image patch RI . (a) Image patches. (b) Results of GS method [26]. (c) Results of SF
method [25]. (d) Results of wCtr method [31]. (e) Results of MR method [24]. (f) Results of our saliency estimation algorithm. (g) Ground truth. Brighter color
indicates higher value.

model from the classification and then obtain the refined pre-
segmentation through optimizing the CRF model. Based on the
new presegmentation result, segments belonging to vegetation
and shadows are first extracted using color features. Then, the
remaining segments are classified into probable rooftops and
probable nonrooftops depending on geometric shape feature
and shadow information, i.e., we use area size, eccentricity, and
compactness to identify irregular segments that are not likely to
belong rooftops and further prune out the probable rooftops by
checking the shadow information among its neighboring seg-
ments. Finally, we perform a higher order multilabel CRF seg-
mentation based on the initial classification of the pixels through
above steps. The proposed new presegmentation result is able
to produce more accurate segmentation for the rooftops, which
effectively reduces the number of rooftops that are misclassified
as probable nonrooftops, thus achieving high recall in the initial
segmentation of rooftops.

B. Saliency-Based Refinement

1) Saliency Detection for Rooftop: The goal of this step is to
further refine the segmented rooftops generated from above step
by removing the mislabeled rooftops. This is not easy since we
have already integrated multiple cues to identify rooftops in the
first step, such as geometric shape, shadows, and color. Thus, the
remaining mislabeled rooftops often share several features with
actual rooftops. In order to single out the mislabeled rooftops,
different cues should be taken into account. Inspired by recent
work on saliency detection, we propose to exploit saliency infor-
mation for further verification of rooftops. The basic idea behind
the use of saliency information is that rooftops are more likely
to attract visual attention than surrounding objects. Therefore,
high saliency value should be detected in the local area where
the rooftop is located. If no salient part is detected, then the

probability of the area containing a rooftop is assumed to be
low. Since remote sensing images are not taken to frame in-
dividual object, we calculate the saliency map in the vicinity
of each rooftop segment resulting from the initial segmentation
rather than working on the whole image.

For each rooftop candidate R obtained from the initial seg-
mentation, we calculate its ROI RI as the region within the
bounding box of R. To compensate for the blurry of the bound-
ary of the buildings, we enlarge the bounding box by 100% so
that the whole rooftop is ensured to be contained in the image
patch RI . We borrow the framework from [24] to estimate the
saliency value of each pixel in RI . We have investigated sev-
eral modern saliency detection methods [24]–[28], while all of
these methods are able to give reasonable result in some image
patches, their results tend to be affected by intensity artifacts
caused by shadows or illumination ambiguity. Moreover, the
methods are hard to handle image patches without noticeable
foreground objects (see Fig. 2). We build our saliency estima-
tion algorithm based on the two-stage framework in [24], since
it provides us a flexible and efficient way to involve additional
prior knowledge about the characteristic of rooftops during the
saliency estimation. In our implementation, we use superpixels
instead of pixels for saliency detection. This not only accelerates
the calculation but also achieves a smoother saliency detection
result, as demonstrated in many studies [29]. Specifically, we
adopt the SLIC algorithm [30] to generate superpixels for RI .
Then, we represent image RI as a graph G = (V,E) where
V = {v1 , . . . , vn} denotesN generated superpixels andE is the
set of undirected edges connecting adjacent superpixels in V .

We first generate an initial saliency map through analyzing the
commonly used prior knowledge for saliency detection: contrast
prior and center prior, which are supported by psychological
evidence [7] [29]. As we expect the extracted salient region to
coincide with probable rooftops contained in RI , three saliency
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Fig. 3. Pipeline of estimating saliency cue. (a) Original image. (b) Boundary connectivity measure in (4). (c) Region contrast measure in (3). (d) Background
constraints measure in (6). (e) Initial saliency map from (7). (f) Final saliency map from (10). Brighter color indicates higher value.

measures based on the prior knowledge are proposed for saliency
estimation:

1) Region Contrast: Image region with high contrast sur-
roundings generally attracts more visual attention [29].
We measure the region contrast of vi by summing its
weighted appearance distance to all other superpixels,
with the following term:

RC(vi) =
N∑

j=1

exp(−D2
s (vi, vj )/σ

2
c )Dc(vi, vj ) (3)

hereDs(vi, vj ) is the Euclidean distance between the cen-
ters of superpixels vi and vj , Dc(vi, vj ) is the Euclidean
distance between their average colors in Lab color space,
and σc controls the strength of spatial weighting.

2) Boundary Connectivity: As suggested by attention theory
about visual saliency [7], the location of salient object is
more likely to be close to the center of image, which means
image boundary are mostly background [31]. This is not
true for remote sensing images, since multiple buildings
can be found in different locations over a whole region.
However, in our case the image is divided into several re-
gions based on the initial segmentation result of buildings;
therefore, we can assume that the expected salient part is
located in the center area of each region. We quantify this
cue by calculating the connectivity between superpixel vi
and image boundary:

BC(vi) =
Lenb(vi)√
Len(vi)

(4)

where the length of region vi’s perimeter Len(vi) is de-
fined by summing the weighted geodesic distance from vi
to each superpixel in the image

Len(vi) =
N∑

j=1

exp(−G2(vi, vj )/σ2
s ) (5)

where geodesic distance G(vi, vj ) is defined as the ac-
cumulated edge weights Dc(vk , vk+1) along the shortest
path (vi, . . . , vk , vk+1 , . . . , vj ) from vi to vj , and σs con-
trols the distance sensitivity of the boundary connectivity.
Similarly, Lenb(vi) represents the length of region vi’s
perimeter on boundary, which only sums the distances
from vi to the superpixels on the image boundary.

3) Background Constraints: Isolated shadows and vegeta-
tions in the image may cause misleading saliency detec-
tion result. Therefore, we introduce additional background

constraints for shadows and vegetations extracted in the
first step:

BS(vi) = δ(vi) (6)

here δ(vi) is 1 if vi belongs to shadows or vegetations and
0 otherwise.

Fusing these saliency measures together, we initialize the
saliency map for RI as

S1(vi) = (1 −BC(vi)) ·RC(vi) · (1 −BS(vi)). (7)

We then compute the final saliency map through manifold
ranking on a graph [24]. The initial saliency map is binary
segmented with an adaptive threshold set as the mean saliency
over the entire saliency map, and the superpixels with saliency
value above the threshold are viewed as the labeled queries in
a ranking problem. Then, the saliency value of each element in
V is expressed as its ranking score according to its relevance to
the queries. Let the saliency values of superpixels in set V be
f = {fi}Ni=1 , we thus find the optimal saliency value by solving
the following optimization problem:

f̄ =arg min
f

⎛

⎝
∑

(i,j )∈E
ωij

∥∥∥∥∥
fi√
dii

− fj√
djj

∥∥∥∥∥

2

+
N∑

i=1

λi ‖fi − yi‖2

⎞

⎠

(8)
here y = {yi}Ni=1 is an indication vector, where yi = 1 if S1(vi)
is greater than the threshold and yi = 0 otherwise, λi controls
the impact of labeled query vi , ωij is the weight defined on edge
connecting superpixel vi and vj :

ωij = exp

(
−‖Ii − Ij‖2

2σ2

)
(9)

the strength of edge weight is controlled by constantσ, and dii =∑
j ωij . Considering that the ranking function is quadratic,

we can optimize it efficiently by least-square method. Con-
sequently, resulted optimal saliency value f can be written as

f = (D − ΛW)−1y (10)

where Λ = diag{ 1
1+λ1

, . . . , 1
1+λn

}, D = diag{d11 , . . . , dnn}
and W represents the weight matrix [ωij ]n×n . Notice that here
we deduce f using unnormalized Laplacian matrix to achieve
better performance as revealed in [24]. Once getting the final
saliency map for superpixels, we assign the saliency value of
each pixel as that of the superpixel it belongs to. Fig. 3 illus-
trates the results of each individual step during the saliency map
estimation.
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Fig. 4. Benefits of introducing saliency cue. The first four columns (a) shows how saliency cue helps to recover the missing parts of rooftops. The last four
columns (b) shows how saliency cue helps to suppress mislabeled rooftops. For each example, from left to right we show the original image, close-up view of red
rectangle area, initial rooftop extraction result from the first step in the red rectangle area, estimated saliency maps of rectangle area.

The estimated saliency map provides an insightful description
of the existence of rooftops. If there is rooftop within ROI RI ,
it has the ability to recover the missing parts of rooftops that the
initial segmentation fails to detect. As illustrated in Fig. 4(a), the
initial segmentation produces incomplete extraction results for
the gabled rooftops, however, the saliency map creates much
better representation of the whole rooftop. More importantly,
if there is no rooftop within ROI RI actually, saliency map
indicates a low probability of the existence of rooftops in this
patch. As shown in Fig. 4(b), part of road is mislabeled as
rooftops due to the adjacent shadows. While this error is hard
to avoid in previous method, the estimated saliency map clearly
suggests that the patch is unlikely to contain rooftops.

2) Refinement: The obtained saliency map allows us to fur-
ther refine the segmented rooftops from the first step. We opti-
mize the final segmentation results by integrating saliency cue
into a fully connected CRF model as discussed in Section III-A.
Thus, the unary potential in (1) is divided into two components,
appearance potential and saliency potential:

∑

i∈V
ψi(xi) =

∑

i∈V
ψAi (xi) +

∑

i∈V
ψSi (xi) (11)

here ψAi (xi) is the appearance potential defined as the negative
log of the likelihood of label xi being assigned to pixel i, and can
be deduced from the initial segmentation results of Section III-A
as did in [6]. For the saliency potential ψSi (xi), we accumulate
the saliency map of each candidate rooftop to form the final
saliency map f̄ of the whole image, then define ψSi (xi) as

ψSi (xi) = −exp(θs · f̄i) (12)

here we use an exponential function to emphasize the saliency
cue and θs denotes the scaling factor for the exponential, which
we empirically set to 1.5. We finally optimize the fully con-
nected CRF model over the whole image through the mean field
approximation algorithm described in [32].

IV. EVALUATION

In this section, we evaluate our approach on various challeng-
ing real world datasets. We first perform quantitative evaluation

on the publicly available benchmark datasets provided in [3]. We
also illustrate the improvement of the proposed method com-
pared to several state-of-the-art methods on benchmark datasets
provided in [18]. Parameter settings and limitations of the pro-
posed methods will be discussed last.

A. Evaluation Metrics

We evaluate our results on pixel level by computing the widely
used precision (P ), recall (R), and F-score (F1) measures [33],
which are defined as

P =
TP

TP + FP
, (13)

R =
TP

TP + FN
, and (14)

F1 =
2PR
P +R

. (15)

Here, TP represents true positives and corresponds to the
number of pixels correctly labeled as rooftop in both ground
truth and segmentation result. FP represents false positives
and corresponds to the number of pixels mislabeled as rooftop.
FN represents false negatives and corresponds to the number of
pixels mislabeled as nonrooftop.F1 measures the overall perfor-
mance through the weighted harmonic of precision and recall.
Additionally, we also evaluate the object-level performance by
counting the missing and falsely labeled rooftops (MO and FO,
respectively), and then calculate the F-score at object level using
the same formula. We utilize an overlapping threshold of 60%
to determine the number of MO and FO as described in [13].

B. Evaluation on the SZTAKI-INRIA Benchmark

The SZTAKI-INRIA dataset [3] consists of nine aerial
and satellite images from different geographical regions and
contains 665 buildings with significantly different building
appearance. The manually annotated ground truth data are also
provided for validation. Detailed properties of the dataset can
be found in [17].
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TABLE I
NUMERICAL OBJECT-LEVEL AND PIXEL-LEVEL COMPARISON BETWEEN STATE-OF-THE-ART BUILDING DETECTION METHODS AND THE PROPOSED METHOD

(SCRF) WITH BEST RESULTS IN BOLD, ON THE SZTAKI-INRIA BENCHMARK DATASET

Dataset Object-level performance Pixel-level performance

EV SM MPP OSBD HCRF Prop. SCRF EV SM MPP HCRF Prop. SCRF

Name #obj MO FO MO FO MO FO MO FO MO FO MO FO P R P R P R P R P R

BUDAPEST 41 11 5 9 1 2 4 3 1 1 0 0 0 0.73 0.46 0.84 0.61 0.82 0.71 0.90 0.75 0.84 0.81
SZADA 57 10 18 11 5 4 1 4 0 2 3 2 1 0.61 0.62 0.79 0.71 0.93 0.75 0.85 0.86 0.84 0.90
COTE D’AZUR 123 14 20 20 25 5 4 4 6 3 4 3 2 0.73 0.51 0.75 0.61 0.83 0.69 0.75 0.81 0.74 0.84
BODENSEE 80 11 13 18 15 7 6 8 7 4 3 3 3 0.56 0.30 0.59 0.41 0.73 0.51 0.84 0.76 0.80 0.79
NORMANDY 152 18 32 30 58 18 1 4 10 16 7 7 6 0.60 0.32 0.62 0.55 0.78 0.60 0.79 0.67 0.76 0.76
MANCHESTER 171 46 17 53 42 19 6 NA NA 20 3 10 4 0.64 0.38 0.60 0.56 0.86 0.63 0.82 0.67 0.79 0.80
Overall F-score 0.827 0.771 0.936 0.948 0.948 0.967 0.517 0.631 0.726 0.786 0.805

Fig. 5. Comparisons between the proposed method and the state-of-art methods. The result of EV, SM, MPP, and OSBD methods are from [17]. The red arrows
in (e) and (f) indicate the incorrect segmentation results of the HCRF method and the OSBD method, respectively. (a) Original image. (b) EV [16]. (c) SM [34].
(d) MPP [3]. (e) HCRF [6]. (f) OSBD [17]. (g) Proposed SCRF. (h) Ground Truth.

Table I lists the numerical object-level and pixel-level com-
parisons of the proposed saliency-based CRF method (SCRF)
against five state-of-the-art approaches: EV [16], SM [34],
MPP [3], OSBD [17], and HCRF [6]. It is shown that the pro-
posed method achieves overall improvement over the best of
state-of-art method (HCRF) by 2% at pixel level and 2% at
object level.

Fig. 5 offers qualitative comparison results on a selected site
from COTE D’AZUR dataset. EV [16] method is able to lo-
calize most of the rooftops through extracted shadow informa-
tion and estimated illumination direction. However, the method
gives poor rooftop outlines as it strongly relies on detecting
accurate and complete edge feature of rooftops, which is also
an error prone task. Another limitation of EV method is that
it can only handle buildings with rectangular shape. SM [34]
method fails to capture the dark gray buildings in the right bot-
tom corner of Fig. 5(a), since it is sensitive to low contrast with
surroundings. The method also lacks the ability to detect inho-
mogeneous objects. MPP [3] method adopts probabilistic model
to fuse multiple cues, which improves both MO and FO. How-
ever, the method is also restricted to rectangular buildings; thus,
erroneously cutting across the buildings with complex shapes,
as shown in the left part of Fig. 5(d).

While both OSBD [17] method and HCRF [6] method are able
to produce high quality result at object level, notable artifacts
still persist at the boundaries of several extracted buildings,
which reduce the performance at pixel level. The OSBD method
tends to merge two blobs close to each other during the shape
refinement step and thus wrongly labels part of road as buildings,
as indicated by the red arrow in Fig. 5(f). The HCRF method
avoids introducing false positives in this area by discarding
small blobs when selecting the candidate rooftops, but has the
downside that some parts of rooftop are also discarded if the
presegmentation fails to represent the shape of the rooftop. Such
a failure case is shown in Fig. 5(g), the HCRF method only
captures part of the building as indicated by the red arrow, due
to the incorrect presegmentation result on this building.

Compared with state-of-the-art methods, the proposed
method achieves better pixel-level accuracy and maintains com-
parable performance at object level on the given sample image.
Compared with the OSBD method, our method inherently re-
duces false positives at pixel level since it is based on HCRF
method. And compared with the original HCRF method, our
SCRF method improves the recall significantly at the cost of a
slightly decrease on precision. Our method improves the recall
from two aspects: first, the improved presegmentation approach
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TABLE II
NUMERICAL OBJECT LEVEL AND PIXEL LEVEL OF HCRF METHOD, APPLYING OUR APPROACH WITHOUT USING SALIENCY CUE (PROP.SCRF W/O SALIENCY),

AND THE PROPOSED METHOD (SCRF) WITH BEST RESULTS IN BOLD, ON THE SZTAKI-INRIA BENCHMARK DATASET

Dataset Object-level performance Pixel-level performance

HCRF Prop.SCRF w/o Saliency Prop.SCRF HCRF Prop.SCRF w/o Saliency Prop.SCRF

Name #obj MO FO MO FO MO FO P R F1 P R F1 P R F1

BUDAPEST 41 1 0 0 1 0 0 0.90 0.75 0.81 0.82 0.81 0.81 0.84 0.81 0.82
SZADA 57 2 3 2 3 2 1 0.85 0.86 0.85 0.83 0.90 0.86 0.84 0.90 0.87
COTE D’AZUR 123 3 4 3 5 3 2 0.75 0.81 0.77 0.72 0.85 0.78 0.74 0.84 0.79
BODENSEE 80 4 3 3 4 3 3 0.84 0.76 0.79 0.79 0.80 0.79 0.80 0.79 0.79
NORMANDY 152 16 7 6 10 7 6 0.79 0.67 0.72 0.70 0.78 0.74 0.76 0.76 0.76
MANCHESTER 171 20 3 9 5 10 4 0.82 0.67 0.73 0.76 0.81 0.78 0.79 0.80 0.79
Overall F-score 0.948 0.959 0.967 0.786 0.796 0.805

Fig. 6. Comparison with the state-of-the-art method (HCRF) on MANCHESTER dataset. (a) Original image. (b) Result of HCRF. (c) Result of the proposed
SCRF method. Correct results (TP) are shown in green, false positives are shown in blue, and false negatives are shown in red.

helps us to reduce the number of false negative rooftops; sec-
ond, the integration of saliency cue further recovers the missing
part of a whole rooftop. More importantly, the saliency cue suc-
cessfully prevents the increase of false positive rooftops at the
same time. We run our method without using saliency cue and
give the numerical result in Table II, showing how the two steps
affect the overall performance.

To better demonstrate the advantages of our method, a more
challenging example is given in Fig. 6. The image is taken
from MANCHESTER dataset and contains a lot of rooftops
with low contrast, image noise, and self-shadows, which
makes rooftop extraction more difficult for the state-of-the-art
methods. Table I shows weak performances of state-of-the-art
methods on this dataset. Our method outperforms all of the
compared methods and improves the object-level accuracy and
pixel-level accuracy by 3% and 6% over the state-of-the-art
performance. Qualitative results in Fig. 6 confirm the benefits

of the improved presegmentation and the integration of saliency
cue. More results of our method are given in Fig. 8.

C. Evaluation on the VHR Benchmark

We also evaluate the pixel-level performance of our method
on the VHR Benchmark provided in [18]. The VHR bench-
mark dataset contains 14 image patches acquired from two
different satellites, IKONOS-2 (1m), and QuickBird (60 cm).
All imagery includes four multispectral bands (B, G, R, and
NIR) with a radiometric resolution of 11 bits (16 bits images)
per band. Ground truth data and the result of four state-of-
the-art approaches including Grabcut [13], Multi-label Parti-
tioning (MLP) [5], SSDF [35], and Urban Area Knowledge
Integration-based method (UAKI) [18] are also provided along
with the dataset.

The quantitative comparison of our method with state-of-the-
art approaches is given in Table III. As shown in the table, the
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Fig. 7. Comparison with state-of-the-art methods on VHR benchmark [18]. Correct results (TP) are shown in green, false positives are shown in blue, and false
negatives are shown in red. (a) Original image. (b) Grabcut [13]. (c) MLP [5]. (d) SSDF [35]. (e) UAKI [18]. (f) Prop. SCRF. (g) Original image. (h) Grabcut [13].
(i) MLP [5]. (j) SSDF [35]. (k) UAKI. [18]. (l) Prop. SCRF.

proposed method is able to generate much better results than all
of the other state-of-the-art approaches on 10 of the 14 image
patches, and shows overall improvement over the UAKI method
on all performance measures, with significant improvements for
several images. While all of the methods mentioned in Table III
adopt shadows as an important cue for the identification
of rooftops, consequently, they also suffer from the noisy,
incomplete, and ambiguous observation of shadows in the
images. Redundant shadow information, which usually comes
from mislabeled shadows caused by dark regions and shadows
cast by walls and fences, tends to introduce large false positive

areas. On the other hand, lost shadow information due to noise
and occlusion, often results in large false negative areas. To
overcome these limitations, MLP [5] utilizes a global multilabel
graph partitioning strategy to recover the missing rooftops as
result of lost shadow information; thus, the method can obtain
much higher recall. SSDF [35] and UAKI [18] further improve
the performance, however, they are still susceptible to unreliable
shadows. Two examples are given in Fig. 7, notice the missed
rooftops without distinct shadows in the first example and the
mislabeled rooftops due to misleading shadows in the second
example. Unlike the above methods, our method can detect



LI et al.: BUILDING EXTRACTION FROM REMOTELY SENSED IMAGES BY INTEGRATING SALIENCY CUE 915

Fig. 8. More example results of the proposed method on the two benchmark datasets. The first three images are taken from Budapest, Normandy and Cot dAzur
datasets in SZTAKI-INRIA benchmark, respectively. The last three ones are taken from image patch 3, 6, and 14 in VHR benchmark, respectively. Correct results
(TP) are shown in green, false positives are shown in blue, and false negatives are shown in red.

rooftops even when there is no visible shadow information
with the help of our improved presegmentation. Furthermore,
integration of saliency cue allows us to effectively alleviate the
precision loss incurred by the misleading shadows.

Finally, as pointed in [18], the VHR benchmark dataset is pur-
posefully selected to uncover the potential of the UAKI method.
This explains the worse performance of our method on four
images than the UAKI method. However, even in this case we
still achieve an overall performance improvement, which further
justifies the efficiency and robustness of the proposed saliency
cue-based method.

D. Parameter Settings

The proposed SCRF method mainly involves the following
parameters: Parameters for the fully connected CRF model and
parameters for saliency estimation.

1) Fully Connected CRF Model Parameters: Fully connected
CRF model is used twice in the proposed method, for the
presegmentation in Section III-A and the final rooftop re-
finement in Section III-B2. We employ the same parameter
settings for both of the two steps, since there are no signif-
icant differences between the two energy functionals. For
the parameters used to calculate the pairwise potential as
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TABLE III
PIXEL-LEVEL QUANTITATIVE RESULTS FOR GRABCUT [13], MLP [5], SSDF [35], UAKI [18] AND THE PROPOSED METHOD WITH BEST RESULTS IN BOLD,

ON THE VHR BENCHMARK DATASET

Dataset Pixel-level performance

GrabCut MLP SSDF UAKI Prop.SCRF

Image Patch P R F P R F P R F P R F P R F

#1 59.1 58.6 58.8 36.5 56.8 44.4 60.9 69.5 64.9 81.2 75.0 78.1 83.8 84.9 84.3
#2 70.8 49.8 58.5 76.8 78.9 77.8 79.8 76.1 77.9 74.3 86.4 79.9 82.2 89.6 85.7
#3 60.4 76.3 67.4 60.1 90.2 72.1 59.5 69.4 64.1 69.2 89.0 77.9 84.3 81.6 82.9
#4 54.6 64.8 59.3 52.4 76.7 62.3 63.5 54.4 58.6 86.6 78.8 82.5 79.5 83.2 81.3
#5 71.5 61.7 66.2 70.2 89.5 78.7 88.8 78.3 83.2 91.0 88.1 89.6 94.2 88.8 91.4
#6 46.3 80.0 58.7 23.8 74.4 36.1 67.1 83.8 74.5 87.4 68.2 76.7 82.0 85.9 83.9
#7 77.5 83.2 80.3 77.2 87.3 81.9 80.1 82.3 81.2 81.7 88.8 85.1 83.9 88.2 86.0
#8 72.2 69.4 70.8 68.1 86.9 76.4 83.5 70.0 76.2 86.4 83.6 85.0 83.9 86.4 85.1
#9 47.4 62.3 53.9 40.6 72.6 52.6 78.5 88.5 83.2 89.9 90.2 90.0 94.7 90.6 92.6
#10 30.6 71.5 42.8 20.0 71.4 31.3 72.2 75.0 73.5 61.0 73.0 66.4 74.3 87.6 80.4
#11 70.1 92.2 79.6 77.9 95.9 86.0 75.8 94.6 84.2 83.7 87.0 85.3 83.6 93.0 88.0
#12 46.5 17.3 25.2 41.1 32.2 36.1 37.0 7.74 12.8 84.4 81.0 82.7 81.8 79.9 80.8
#13 62.6 52.3 57.0 67.6 86.0 75.7 77.1 69.6 73.1 86.2 85.1 85.6 80.7 83.6 82.1
#14 61.1 43.1 50.5 66.6 71.3 68.8 73.2 67.4 70.2 84.3 85.9 85.1 85.1 79.5 82.2
Average 57.5 61.9 59.6 53.1 78.1 63.2 75.5 71.7 73.5 83.5 84.4 83.9 84.0 86.4 85.2

Fig. 9. Variation of accuracy with different parameter settings in (2). In each plot, nonvarying parameters are fixed as their optimal settings.

defined in (2), we initialize the parameters following the
guidelines in [23] and then vary the parameters to search
the optimal settings on our own dataset. The experimen-
tal results reveal that parameters ω2 and θλ have relatively
little impact on the accuracy of the final result, as shown in

Fig. 9(d) and (e), which was also indicated in [23] . Thus,
we set ω2 = θλ = 1.0, the same as suggested in [23]. For
parameters θα , θβ , and ω1 , we test different parameter set-
tings on the two benchmark dataset, and the effects of pa-
rameter variation are shown in Fig. 9(a)–(c).ω1 weighs the
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Fig. 10. Effects of choosing different σc and σs for saliency estimation. Nonvarying parameters are fixed as their optimal settings σc = 0.25, σs = 10.
(a) σc = 0.05. (b) σc = 0.15. (c) σc = 0.25. (d) σc = 0.5. (e) σc = 1. (f) σc = 5. (g) σc = 10. (h) σc = 20.

Fig. 11. Failure cases. (a) Rooftops with nonuniform color appearance and similar color with background; (b) The proposed method fails to capture the whole
rooftops. Ships in (c) are mislabeled as rooftops by the proposed method (d). Correct results (TP) are shown in green, false positives are shown in blue, and false
negatives are shown in red.

impact of spatial term and color term. Large values of ω1
leads to oversmooth segmentation result, which slightly
improves the recall, but at the cost of significant drop in
precision, as shown in Fig. 9(a). θα controls the spatial
range of pairwise interaction. Accuracy increases as θα
grows from 1 to 5, since the spatial smoothness helps to
remove pixel-level noise in the local range of rooftop.
However, as θα keeps growing, longer range interaction
is considered. Therefore, rooftops that have similar color
with background would be smoothed into the background,
since they are now viewed as the noise in the background.
As a result, recall decreases substantially, as shown in
Fig. 9(b). θβ modulates the effects of color contrast. There
is little change in accuracy when θβ gets low values. But
when θβ is too high, neighboring rooftops with similar
colors would be merged and therefore causes more false
positives and decreases the overall accuracy, as shown
in Fig. 9(c). Through grid search in a reasonable range,
we find the optimal setting as θα = 10.0, θβ = 19.0, and
ω1 = 5.0 based on the experimental result.

2) Saliency Estimation Parameters: For the edge weight σ in
(9), we apply the same value as θβ since they share similar
characteristic. For the other two weighting parameters σc
and σs in (3) and (5), we experimentally set to 0.25 and
10 in our implementation. Results of testing a few differ-
ent parameters of σc and σs on two sample images are
shown in Fig. 10 and for the balance weight λi , different
with the constant setting for all pixels as done in [24],
we value the weight based on the background constraints
BS(vi) defined in (6) to suppress the influence of shad-
ows and vegetations. By experimentation, we set λi = 10

if BS(vi) > 0 and λi = 0.1 otherwise. Regarding the pa-
rameter for superpixel generation, we specify the pixel
number within each superpixel as 40 instead of fixing the
number of superpixels, which gives better performance.

Other parameters, which mainly inherit from [6], are kept
the same except for the eccentricity threshold and compactness
threshold. We slightly decrease these two value to 0.10 so as to
incorporate the rooftops with extremely irregular shape in the
VHR benchmark dataset.

E. Limitations

First, our method assumes center prior and contrast prior for
the estimation of saliency map, which are fairly common as-
sumptions also made in other works. However, in dense area
full of buildings, these two assumptions may be violated and
thus the proposed region contrast and boundary connectivity
saliency measures are insufficient to reflect the visual appear-
ance of the rooftops, which leads to performance degradation.
One typical failure case is shown in Fig. 11(a) and (b). In this
case, the center area of rooftop is background, violating our cen-
ter assumption. Furthermore, the region contrast measure fails
to capture some rooftops due to their nonuniform color appear-
ance and similar color with background area. To remedy this
problem, more intelligent saliency estimation method will be
explored in the future.

Second, even if the proposed saliency cue helps us to exclude
most of the mislabeled rooftops, a few false positives still persist.
Such as the ships in Fig. 11(c), which have regular shape and
highly salient appearance similar to rooftops. Therefore, the
saliency cue is insufficient to remove the erroneously labeled
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rooftops in this case, as shown in Fig. 11(d). Combination using
of additional features [17], [18] might address these issues.

V. CONCLUSION AND FUTURE WORK

We propose a novel two-step method for improving building
extraction from remote sensing images. An improved preseg-
mentation method based on fully connected CRF model is first
used to reduce the false negatives, and then the method lever-
ages saliency cue in the second step to further reduce the false
positives. A specially designed saliency estimation algorithm is
also introduced to make it suitable for detecting rooftops. Com-
pared with several state-of-the-art methods on two benchmark
datasets, the results show that our method achieves improved
performance and that it generalizes well across varying image
conditions. In future work, we plan to investigate more intelli-
gent saliency estimation method to further improve the accuracy.
In addition, using combination of other available cues is also a
promising avenue for future research.
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[23] P. Krähenbühl and V. Koltun, “Efficient inference in fully connected CRFs
with Gaussian edge potentials,” Adv. Neural Inf. Process. Syst., vol. 24,
pp. 109–117, 2011.

[24] C. Yang, L. Zhang, H. Lu, X. Ruan, and M.-H. Yang, “Saliency detection
via graph-based manifold ranking,” in Proc. 2013 IEEE Conf. Comput.
Vis. Pattern Recognit., 2013, pp. 3166–3173.

[25] P. Krahenbuhl, “Saliency filters: Contrast based filtering for salient region
detection,” in Proc. 2012 IEEE Conf. Comput. Vis. Pattern Recognit.,
2012, pp. 733–740.

[26] Y. Wei, F. Wen, W. Zhu, and J. Sun, “Geodesic saliency using background
priors,” in Proc. 12th Eur. Conf. Comput. Vis.—Volume Part III, 2012,
pp. 29–42.

[27] Q. Yan, L. Xu, J. Shi, and J. Jia, “Hierarchical saliency detection,” in Proc.
2013 IEEE Conf. Comput. Vis. Pattern Recognit., 2013, pp. 1155–1162.

[28] J. Zhang and S. Sclaroff, “Saliency detection: A Boolean map approach,”
in Proc. 2013 IEEE Int. Conf. Comput. Vis., Dec. 2013, pp. 153–160.

[29] M.-M. Cheng, G.-X. Zhang, N. J. Mitra, X. Huang, and S.-M. Hu, “Global
contrast based salient region detection,” in Proc. 2011 IEEE Conf. Comput.
Vis. Pattern Recognit., 2011, pp. 409–416.

[30] R. Achanta, A. Shaji, K. Smith, A. Lucchi, P. Fua, and S. Susstrunk, “SLIC
superpixels compared to state-of-the-art superpixel methods,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 34, no. 11, pp. 2274–2282, Nov. 2012.

[31] W. Zhu, S. Liang, Y. Wei, and J. Sun, “Saliency optimization from robust
background detection,” in Proc. 2014 IEEE Conf. Comput. Vis. Pattern
Recognit., 2014, pp. 2814–2821.

[32] P. Kraehenbuehl and V. Koltun, “Parameter learning and convergent in-
ference for dense random fields,” in Proc. 30th Int. Conf. Mach. Learn.,
May 2013, vol. 28, no. 3, pp. 513–521.

[33] B. zdemir, S. Aksoy, S. Eckert, M. Pesaresi, and D. Ehrlich, “Performance
measures for object detection evaluation,” Pattern Recognit. Lett., vol. 31,
no. 10, pp. 1128–1137, 2010.

[34] S. Müller and D. W. Zaum, “Robust building detection in aerial images,”
Int. Arch. Photogrammetry Remote Sens., vol. 36, no. B2/W24, pp. 143–
148, 2005.

[35] C. Senaras and F. Yarman Vural, “A self-supervised decision fusion frame-
work for building detection,” IEEE J. Sel. Topics Appl. Earth Observ.
Remote Sens., vol. 9, no. 5, pp. 1780–1791, 2016.



LI et al.: BUILDING EXTRACTION FROM REMOTELY SENSED IMAGES BY INTEGRATING SALIENCY CUE 919

Er Li (M’13) received the B.S. degree in automation
from Wuhan University, Wuhan, China, in 2007, and
the Ph.D. degree in computer science from the Insti-
tute of Automation, Chinese Academy of Sciences,
Beijing, China, 2012.

From 2012 to 2013, he was a Postdoctoral Re-
searcher with the Institute of Software, Chinese
Academy of Sciences. From 2013 to 2014, he was
a Postdoctoral Researcher with the Department of
Engineering and Computing Systems, Arizona State
University, Phoenix, AZ, USA. He is currently work-

ing as an Assistant Professor with the Institute of Automation, Chinese Academy
of Sciences, Beijing, China. His research interests include image analysis, com-
puter vision, and compute graphics.

Shibiao Xu (M’15) received the B.S. degree in infor-
mation engineering from Beijing University of Posts
and Telecommunications, Beijing, China, in 2009,
and the Ph.D. degree in computer science from the
Institute of Automation, Chinese Academy of Sci-
ences, Beijing, China, in 2014.

He is currently an Assistant Professor with the Na-
tional Laboratory of Pattern Recognition, Institute of
Automation, Chinese Academy of Sciences. His cur-
rent research interests include vision understanding,
three-dimensional reconstruction, and image-based

modeling.

Weiliang Meng (M’16) received the B.E. degree in
computer science from Civil Aviation University of
China, Tianjin, China, in 2003, the M.Sc. degree in
computer application from Tianjin University, Tian-
jin, China, in 2006, and the Ph.D. degree in com-
puter application from the State Key Laboratory of
Computer Science, Institute of Software, Chinese
Academy of Sciences, Chengdu, China, in 2010.

He is currently an Assistant Professor with the In-
stitute of Automation, Chinese Academy of Sciences,
Beijing, China. His research interests include geom-

etry modeling, image-based modeling and rendering, and augmented reality.

Xiaopeng Zhang (M’11) received the B.S. and M.S.
degrees in mathematics from Northwest University,
Xian, China, in 1984 and 1987, respectively, and the
Ph.D. degree in computer science from the Institute
of Software, Chinese Academy of Sciences, Beijing,
China, in 1999.

He is currently a Professor with the National
Laboratory of Pattern Recognition, Institute of Au-
tomation, Chinese Academy of Sciences. His main
research interests include computer graphics and
computer vision.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


