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Model-Free Optimal Tracking Control
via Critic-Only Q-Learning

Biao Luo, Member, IEEE, Derong Liu, Fellow, IEEE, Tingwen Huang, and Ding Wang, Member, IEEE

Abstract— Model-free control is an important and promising
topic in control fields, which has attracted extensive attention
in the past few years. In this paper, we aim to solve the
model-free optimal tracking control problem of nonaffine non-
linear discrete-time systems. A critic-only Q-learning (CoQL)
method is developed, which learns the optimal tracking control
from real system data, and thus avoids solving the tracking
Hamilton–Jacobi–Bellman equation. First, the Q-learning algo-
rithm is proposed based on the augmented system, and its
convergence is established. Using only one neural network for
approximating the Q-function, the CoQL method is developed
to implement the Q-learning algorithm. Furthermore, the con-
vergence of the CoQL method is proved with the consideration
of neural network approximation error. With the convergent
Q-function obtained from the CoQL method, the adaptive opti-
mal tracking control is designed based on the gradient descent
scheme. Finally, the effectiveness of the developed CoQL method
is demonstrated through simulation studies. The developed CoQL
method learns with off-policy data and implements with a critic-
only structure, thus it is easy to realize and overcome the
inadequate exploration problem.

Index Terms— Critic-only Q-learning (CoQL), model-free,
nonaffine nonlinear systems, optimal tracking control.

I. INTRODUCTION

REINFORCEMENT learning (RL) is an important topic
in the machine learning community, which mainly aims

at solving the optimal control problem of Markov decision
process (MDP) [1]–[6]. RL technique refers to an actor
or agent that interacts with its environment and aims to
learn the optimal control policy, by observing their responses
from the environment. Over the past years, RL has appeared
as a powerful tool for solving control problems [7]–[10],
[12]–[15], [17]–[33]. However, it is noted that most of the
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RL-based control approaches focused on the regulation
control problem, a few of which are [7]–[9], [11], [12], [15],
[18], [19], and [22]. For many practical systems, such as
hypersonic aircraft [35]–[37], spacecraft [38], [39], motion
tracking [40], etc., it is required to design a controller such
that the desired reference trajectories can be tracked and the
optimal performance can be achieved. By considering these
two goals, the optimal tracking control problem [14], [41]–[54]
has received increasing attention in recent years.

Some works have been reported for solving the optimal
tracking problem based on the expected control. The expected
control is first derived with the desired reference trajectories
and the system model. Then, the expected control and state
errors are employed to define the performance index. Hence,
the optimal tracking control problem is then reformulated as
the optimal regulation problem of the error system with respect
to the performance index, and then some RL approaches
were proposed, such as, heuristic dynamic programming
algorithm for nonlinear discrete-time systems [53] and with
time delays [50]. By considering approximation errors, value
iteration algorithms were presented to obtain the optimal
tracking control [54]. An approximate dynamic programming
method [44] was proposed for nonlinear continuous-time
systems, and its stability was proved. In [49], a prior
model identification procedure was conducted for nonlin-
ear continuous-time systems, and then model-based adaptive
methods were used for optimal tracking control design. Note
that the analytical expression of the expected control is
required, which depends on the system model, and thus all
these methods are model based.

To avoid using the expected control explicitly, an augmented
system can be obtained with the error system and the command
system of the desired reference trajectories. By introduc-
ing a discounted performance index, the optimal regulation
problem of the augmented system is reformulated and then
be solved with RL-based approaches. Without requiring the
internal system dynamics, online policy iteration methods were
employed for the optimal tracking control design of linear
continuous-time systems [45] and nonlinear continuous-time
systems with control constraints [43], nonlinear discrete-time
systems with control constraints [51], and nonlinear time-
varying discrete-time systems [55]. Without a complete system
model, the optimal tracking control problem of linear discrete-
time systems was solved with input–output data [48]. For the
linear continuous-time systems [56], the original performance
index was employed, which requires a stable command system.

As one of the powerful RL methods, Q-learning has been
studied for a long time in the machine learning community for
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the problem of MDP [57]–[63]. However, till most recently,
only a few Q-learning techniques have been introduced for
solving control problems [22], [42], [64]–[68]. For linear
discrete-time systems, Q-learning methods were proposed to
solve the H∞ control problem [64], [65] and the optimal
tracking control problem [42]. For linear continuous-time
systems, online Q-learning algorithms [66], [68] were investi-
gated to solve the linear quadratic regulation problem. It is
noted that most of these works are just for simple linear
systems [42], [64]–[66], [68]. However, the model-free optimal
tracking control of general nonlinear systems has rarely been
studied with the Q-learning method.

The motivation of this paper aims to achieve the following
three important goals simultaneously for control design.

1) Solve the model-free optimal tracking control problem
of general nonaffine nonlinear systems. This problem
still remains an open issue, which has rarely been
studied.

2) Controller design with off-policy data. For model-free
control design problems, how to collect system data and
make efficient use of them for learning are important
tasks. On-policy and off-policy learning schemes are two
main RL frameworks for control design. Compared with
the on-policy scheme, the off-policy learning [69]–[75]
has several merits, which is regarded as more practical
and efficient. Off-policy schemes permit the use of any
control policy to generate data, while the exact target
policy must be employed for on-policy schemes that is
usually difficult to operate. This means that collecting
off-policy data is easier than the on-policy data. Thus,
the use of off-policy data for model-free tracking control
design is the important goal we aim to achieve.

3) Use critic-only implementation structure. For the model-
free control problem of general nonaffine nonlinear
systems, it is still difficult to use the critic-only imple-
mentation structure where only one NN is required.

To the best of our knowledge, the model-free optimal
tracking control problem involving the above three goals has
not been studied yet. The main contribution of this paper is
the development of the critic-only Q-learning (CoQL) method,
which achieves the above three goals simultaneously for the
optimal tracking control design. The detailed contributions
compared with the existing related works will be analyzed
in Section IV.

The rest of this paper is organized as follows. Section II
presents the optimal tracking control problem and the track-
ing Hamilton–Jacobi–Bellman equation (HJBE). Q-learning
algorithm is proposed in Section III and the CoQL method
is developed for model-free optimal tracking control design
in Section IV. Simulation results are demonstrated in
Section V and brief conclusions and future works are presented
in Section VI.

II. OPTIMAL TRACKING CONTROL PROBLEM

In this section, the optimal tracking control problem for
general nonaffine nonlinear discrete-time systems is presented.
Theoretically, the problem is converted to solve a tracking
HJBE.

A. Problem Description

Let us consider the following nonaffine nonlinear discrete-
time systems:

x(k + 1) = f (x(k), u(k)) (1)

where x(k) ∈ R
n is the state and u(k) ∈ R

m is the control
input. It is assumed that the system (1) is stabilizable on the
set X and f (0, 0) = 0.

Let r(k) ∈ R
n be the desired reference trajectory. For the

optimal tracking control problem, the objective is to design the
control input u(k) for the system (1), such that the state x(k)
tracks r(k) and minimizes the performance index. Assume that
r(k) is bounded and generated by the command system

r(k + 1) = h(r(k)) (2)

where h(r) is a Lipschitz continuous vector function with
h(0) = 0. Denoting the tracking error as e(k) � x(k)− r(k),
it follows from (1) and (2) that:

e(k + 1) = f (e(k)+ r(k), u(k))− h(r(k)). (3)

Define the state of the augmented system as y(k) �
[eT(k) rT(k)]T. Then, combining (2) and (3) yields the fol-
lowing augmented system:

y(k + 1) = F(y(k), u(k)) (4)

where y(0) = [eT(0) rT(0)]T and

F(y(k), u(k)) �
[

f (e(k)+ r(k), u(k))− h(r(k))
h(r(k))

]
. (5)

In this paper, we consider the model-free optimal tracking
control problem of the system (1) with the following dis-
counted performance index:

J (y(0), u) �
∞∑

l=0

γ lR(y(l), u(l)) (6)

where 0 < γ � 1 is the discount factor and R(y, u) �
W (e)+ R(u) with W (e) and R(u) positive definite functions,
i.e., W (e) > 0, R(u) > 0 for ∀e �= 0, u �= 0, and W (e) = 0,
R(u) = 0 only when e = 0, u = 0. Then, the optimal tracking
control problem of the system (1) is converted into an optimal
regulation control problem, i.e., finding the following optimal
control:

u∗(y) � arg min
u

J (y(0), u) (7)

with respect to the augmented system (4) and the performance
index (6).

Remark 1: For the considered model-free optimal tracking
control problem, the meaning of the term model-free involves
two aspects.

1) The mathematical models of the system (1) and the
command system (2) are unknown, i.e., f (x, u) and
h(r) are unknown. Thus, it follows from (5) that the
mathematical model of F(y, u) is unknown.

2) The explicit expression of R(y, u) in the performance
index (6) is unknown.
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Remark 2: In [42], [43], [45], [48], [51], and [55], the
discounted performance index has also been used to study
the optimal tracking problem. For the discount factor γ in
the performance index (6), it can be discussed from two
aspects. On the one hand, γ = 1 can be only employed if
one knows a priori that the reference trajectory is generated
by an asymptotically stable command system (6). On the other
hand, if the desired reference trajectory r is a general bounded
signal, it is required to choose a γ such that 0 < γ < 1,
which will result in a bounded performance index (6). Thus,
the optimization of the performance index (6) does not require
r → 0 and y → 0 as time increases.

B. Tracking HJBE

Let y ∈ Y , u ∈ U , where Y and U are two compact sets,
and denote D � {(y, u)|y ∈ Y, u ∈ U}. For an admissible
control policy u(y), define its value function as

Vu(y(k)) �
∞∑

l=k

γ l−kR(y(l), u(l)) (8)

which can be rewritten as the following Bellman equation:

Vu(y(k)) = R(y(k), u(k))+
∞∑

l=k+1

γ l−kR(y(l), u(l))

= R(y(k), u(k))+ γ

∞∑
l=k+1

γ l−(k+1)R(y(l), u(l))

= R(y(k), u(k))+ γ Vu(y(k + 1)). (9)

The optimal control law (7) can be rewritten as

u∗(y(k)) � arg min
u

Vu(y(k)). (10)

Denoting the optimal value function as V ∗(y) � Vu∗(y), the
tracking HJBE is given as follows:

V ∗(y(k)) = min
u

{R(y(k), u(k))+ γ V ∗(y(k + 1))}
= R(y(k), u∗(k))+ γ V ∗(y(k + 1)) (11)

which is a nonlinear difference equation. Note that the optimal
control policy u∗(y) depends on the solution of the tracking
HJBE (11), which is difficult to solve for nonlinear systems.
Even worse, the unavailability of F(y, u) and R(y, u) prevents
using model-based methods to solve the tracking HJBE for the
optimal value function V ∗. To overcome these difficulties, we
developed a model-free CoQL method for the direct optimal
tracking control design with real system data.

III. Q-LEARNING FOR TRACKING CONTROL

In this section, a Q-learning algorithm is proposed and its
convergence theory is established.

A. Q-Learning Algorithm

For an admissible control policy u(y), define its
Q-function as

Qu(y(k), a) � R(y(k), a)+
∞∑

l=k+1

γ l−kR(y(l), u(y(k)))

(12)

where Qu(0, 0) = 0. From (9) and (12)

Qu(y(k), a) = R(y(k), a)+ γ

∞∑
l=k+1

γ l−(k+1)R(y(l), u(l))

= R(y(k), a)+ γ Vu(y(k + 1)). (13)

The Q-function Qu(y, a) is an action-state value function,
which represents the value of the performance metric obtained
when control action a is used at state y and the control policy
u is pursued thereafter. For the optimal control policy u∗(y),
it follows from (13) that the associated optimal Q-function
Q∗(y, a) � Qu∗(y, a) is given by

Q∗(y(k), a) = R(y(k), a)+ γ V ∗(y(k + 1)). (14)

According to (10) and (14), the optimal control policy u∗(y)
can also be represented as

u∗(y) = arg min
u

Vu(y) = arg min
a

Q∗(y, a). (15)

To avoid solving the tracking HJBE (11) and using system
model, the following Q-learning algorithm is proposed to learn
the optimal Q-function Q∗(y, a) and optimal tracking control
u∗(y) from real system data.

Algorithm 1 Q-Learning

� Step 1: Let u(0)(y) be an initial admissible control policy,
and i = 0;

� Step 2: (Policy evaluation) Solve the equation

Q(i)(y(k), a) = R(y(k), a)+ γ Q(i)(y(k + 1), u(i))

(16)

for the unknown Q-function Q(i) � Qu(i) ;
� Step 3: (Policy improvement) Update control policy with

u(i+1)(y) = arg min
a

Q(i)(y, a); (17)

� Step 4: Let i = i + 1, go back to Step 2 and continue.

B. Convergence Analysis of Q-Learning

From (8), denote

V (i)(y(k)) � Vu(i) (y(k))

=
∞∑

l=k

γ l−kR(y(l), u(i)(l)). (18)

According to (13) and (18), we have

Q(i)(y(k), u(i)) = R(y(k), u(i))+ γ V (i)(y(k + 1))

= V (i)(y(k)). (19)

Note that the Q-learning Algorithm 1 generates the sequences
{Q(i)(y, a)} and {u(i)(y)}, which are proved to converge to
Q∗(y, a) and u∗(y), respectively, in the following Theorem 1.

Theorem 1: For ∀(y, a) ∈ Y × U , the sequences
{Q(i)(y, a)} and {u(i)(y)} are generated by Algorithm 1. Then

1) Q(i)(y, a) � Q(i+1)(y, a) � Q∗(y, a);
2) limi→∞ Q(i)(y, a) = Q∗(y, a) and limi→∞ u(i)(y) =

u∗(y).
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Proof:
1) For ∀(y(k), a) ∈ Y × U , based on (13) and (16), we

obtain

Q(i+1)(y(k), a)

= R(y(k), a)+ γ Q(i+1)(y(k + 1), u(i+1))

= R(y(k), a)+ γ V (i+1)(y(k + 1))

= R(y(k), a)+ γ [R(y(k + 1), u(i+1))

+ γ V (i+1)(y(k + 2))]
= R(y(k), a)+ γ [R(y(k + 1), u(i+1))+ γ V (i)(y(k + 2))]

− γ 2V (i)(y(k + 2))+ γ 2V (i+1)(y(k + 2))

= R(y(k), a)+ γ Q(i)(y(k + 1), u(i+1))

− γ 2V (i)(y(k + 2))+ γ 2V (i+1)(y(k + 2)). (20)

Based on (17)

Q(i)(y(k + 1), u(i+1)) = min
a

Q(i)(y(k + 1), a)

� Q(i)(y(k + 1), u(i))

= V (i)(y(k + 1)). (21)

Combining (20) and (21) yields

Q(i+1)(y(k), a)

� R(y(k), a)+ γ V (i)(y(k + 1))

− γ 2V (i)(y(k + 2))+ γ 2V (i+1)(y(k + 2))

= R(y(k), a)+ γR(y(k + 1), u(i))

+ γ 2V (i+1)(y(k + 2))

� R(y(k), a)+ γR(y(k + 1), u(i))

+ γ 2R(y(k + 2), u(i))+ γ 3V (i+1)(y(k + 3))

� R(y(k), a)+ γR(y(k + 1), u(i))

+ γ 2R(y(k + 2), u(i))+ γ 3R(y(k + 3), u(i))+ · · ·
= R(y(k), a)+ γ

∞∑
l=k+1

γ l−(k+1)R(y(l), u(i))

= R(y(k), a)+ γ V (i)(y(k + 1))

= Q(i)(y(k), a) (22)

that is, Q(i+1)(y, a) � Q(i)(y, a) for ∀(y, a) ∈ Y × U .
Note that Q∗(y, a) � Q(i)(y, a) for ∀i . Thus, Q(i)(y, a) �
Q(i+1)(y, a) � Q∗(y, a).

2) Part 1) of Theorem 1 shows that {Q(i)(y, a)} is a
nonincreasing sequence, which is bounded below by Q∗(y, a).
Since a bounded monotone sequence always has a limit,
denote Q(∞)(y, a) � limi→∞ Q(i)(y, a) and u(∞)(y) �
limi→∞ u(i)(y). Taking limits on (16) and (17) yields

Q(∞)(y(k), a) = R(y(k), a)+ γ Q(∞)(y(k + 1), u(∞))

= R(y(k), a)+ γ V (∞)(y(k + 1)) (23)

u(∞)(y) = arg min
a

Q(∞)(y, a). (24)

Letting V (∞)(y) be the cost function of the control policy
u(∞)(y), from (23) and (24), we get

V (∞)(y(k)) = Q(∞)(y(k), u(∞))

= min
a

{R(y(k), a)+ γ Q(∞)(y(k + 1), u(∞))}
= min

a
{R(y(k), a)+ γ V (∞)(y(k + 1))}. (25)

It is observed that (25) is the tracking HJBE, i.e., V (∞)(y) =
V ∗(y). Thus, it follows from (23) that:

Q(∞)(y(k), a) = R(y(k), a)+ γ V ∗(xk+1)

= Q∗(y(k), a).

Then, u(∞)(y) = u∗(y) based on (24). The proof is
complete. �

IV. ADAPTIVE TRACKING CONTROL WITH

CRITIC-ONLY Q-LEARNING

In this section, a CoQL method is developed for adaptive
tracking control design based on Algorithm 1. Critic-actor and
critic-only are two important structures of RL. In the critic-
only structure, only critic NN is required to approximate the
value function. In the critic-actor structure, both critic NN and
action NN are required to approximate the value function and
control policy, respectively.

A. Critic-Only Q-Learning

It is known that NNs are universal approxi-
mators [76], [77] for approximating continuous function.
To solve (16), a critic NN is employed for estimating the
unknown Q-function Q(i)(y, a) on D. Then, the Q-function
Q(i)(y, a) can be given by

Q(i)(y, a) =
L∑

j=1

θ
(i)
j ψ j (y, a)+ e(i)(y, a) (26)

where θ(i) � [θ(i)1 , . . . , θ
(i)
L ]T is the ideal constant NN weight

vector, �L(x, a) � [ψ1(y, a), . . . , ψL(y, a)]T is the critic NN
activation function vector, and e(i)(y, a) is the NN estimation
error that satisfies limL→∞ e(i)(y, a) = 0. Although θ(i) pro-
vides the best approximation for the Q-function Q(i)(y, a), it is
usually unknown and difficult to obtain. For real applications,
the output of the critic NN is

Q̂(i)(y, a) =
L∑

j=1

θ̂
(i)
j ψ j (y, a) = �T

L (y, a)θ̂ (i) (27)

where θ̂ (i) � [θ̂ (i)1 , . . . , θ̂
(i)
L ]T is the estimation of the

ideal constant weight vector θ(i). With Q̂(i)(y, a), it follows
from (17):

û(i+1)(y) = arg min
a

Q̂(i)(y, a). (28)

For ∀y ∈ Y , based on the gradient descent method, we have

û(i+1)(y) = û(i)(y)− α
∂ Q̂(i)(y, a)

∂a

∣∣∣∣
a=û(i)(y)

= û(i)(y)− α
∂�T

L (y, a)

∂a

∣∣∣∣
a=û(i)(y)

θ̂ (i) (29)

where α > 0.
Remark 3: The selection of NN activation function

�L(x, a) is important to achieve a good approximation perfor-
mance for the Q-function. However, it still remains a difficult
issue in the NN function approximation and few efficient
methods have been reported. For different systems, the choices
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of �L(x, a) are often different, and thus it is difficult to
develop a general method for all systems. In a word, for a
specific system, the engineers’ prior experiences would be
helpful for the choice of �L(x, a). �

To compute θ̂ (i) for Q̂(i)(y, a), a least-square scheme is
developed using real system data. For notation simplicity,
denote (y, a, y ′,R(y, a)) as a data measured from the real
system (4), where y ′ represents the next state under the control
action a at state y, i.e., y ′ = F(y, a). For real implementation
of the CoQL algorithm, y ′ is measured from the real system
without requiring the mathematical system model F . With (27)
and (28), it follows from (16) that:
ε(i)(y, a) = Q̂(i)(y, a)− γ Q̂(i)(y ′, û(i))− R(y, a)

= [�L(y, a)− γ�L(y
′, û(i))]Tθ̂ (i)−R(y, a) (30)

where ε(i)(y, a) is the residual error due to the critic NN
approximation error e(i). Based on (30), real system data
is employed to compute the unknown critic NN weight
vector θ̂ (i). The system data set is denoted as SM �
{(y[l], a[l], y ′[l],R[l])|(y[l], a[l]) ∈ D, l = 1, 2, . . . ,M} with

its size M . Before starting the CoQL algorithm, the data set
SM should be collected from the measurements of sensors
during the operations of the real system. For each data
(y[l], a[l], y ′[l],R[l]) in SM , the residual error (30) is given by

ε
(i)
[l] = [�L(y[l], a[l])− γ�L(y

′[l], û(i)(y ′[l]))]Tθ̂ (i) − R[l]
(31)

where ε(i)[l] � ε(i)(y[l], a[l]) and R[l] � R(y[l], a[l]). The critic

NN weight vector θ̂ (i) can be computed with a least-square
scheme by minimizing the sum of residual errors, that is

min
M∑

l=1

(ε
(i)
[l] )

2. (32)

Then, the least-square scheme is given by

θ̂ (i) = [(Z (i))T Z (i)]−1[Z (i)]Tη (33)

where η � [R[1] · · ·R[M]]T and Z (i) � [z(i)[1] · · · z(i)[M]]T,

with z(i)[l] � �L(y[l], a[l]) − γ�L(y ′[l], û(i)(y ′[l])). The least-

square scheme is a general method [78] that was widely used
to update NN weights by minimizing the sum of squared
residuals.

By using the least-square scheme (33), the following CoQL
algorithm is developed to learn the optimal Q-function.

Remark 4: By giving an initial admissible control pol-
icy u(0)(y), the CoQL algorithm uses the least-squares
scheme (33) for updating the critic NN weight vector θ̂ (i)

iteratively until the termination condition is satisfied. Then, the
convergent Q-function will be employed for further adaptive
control design. Note that the implementation procedure of the
CoQL algorithm is extremely simple, where only the critic NN
is required.

B. Theoretical Analysis for CoQL Algorithm

In this section, with the consideration of approximation error
in the critic NN, the convergence of CoQL Algorithm 2 will
be analyzed in the following theorem.

Algorithm 2 Critic-Only Q-Learning

� Step 1: Let û(0) = u(0)(y) be an initial admissible control
policy, and i = 0;

� Step 2: Compute critic NN weight vector θ̂ (i) with (33).
� Step 3: If i � 1 and ‖θ̂ (i) − θ̂ (i−1)‖ � ε (ε > 0 is a

small parameter), stop iteration; else, i = i + 1, go back
to Step 2 and continue.

Theorem 2: For ∀(y, a) ∈ Y × U , let {Q̂(i)(y, a)} be the
sequence generated by the CoQL Algorithm 2. Assume that
there exist constants M̄ > 0 and δ > 0, such that for ∀M � M̄

1

M

M∑
l=1

z(i)[l]
[
z(i)[l]

]T � δ IM . (34)

Then, limi,L→∞ Q̂(i)(y, a) = Q∗(y, a).
Proof: Denote Q̄(i)(y, a) as the Q-function of control û(i),

that is

Q̄(i)(y, a) � R(y, a)+ γ Q̄(i)(y ′, û(i)). (35)

Similar to (26), Q̄(i)(y, a) can be expressed by

Q̄(i)(y, a) =
L∑

j=1

θ̄
(i)
j ψ j (y, a)+ ē(i)(y, a) (36)

where ē(i)(y, a) is the NN estimation error. From (35) and (36)

L∑
j=1

θ̄
(i)
j [γψ j (y

′, û(i))− ψ j (y, a)]+R(y, a)+ε̄(i)(y, a)=0.

(37)

where ε̄(i)(y, a) � γ ē(i)(y ′, û(i))− ē(i)(y, a).
Define

θ̃
(i)
j � θ̂

(i)
j − θ̄

(i)
j (38)

which can be written as a vector θ̃ (i) � [θ̃ (i)1 · · · θ̃ (i)L ]T. Based
on (30), (37), and (38)

ε̄(i)(y, a) =
L∑

j=1

(
θ̂
(i)
j − θ̃

(i)
j

)[ψ j (y, a)− γψ j (y
′, û(i))]

−R(y, a)

= [�L(y, a)− γ�L(y
′, û(i))]Tθ̂ (i) − R(y, a)

+ [�L(y, a)− γ�L(y
′, û(i))]Tθ̃ (i)

= ε(i)(y, a)+ [�L(y, a)− γ�L(y
′, û(i))]Tθ̃ (i).

(39)

For each data (y[l], a[l], y ′[l],R[l]) in SM , it follows
from (39) that:

ε̄
(i)
[l] = ε

(i)
[l] + [

z(i)[l]
]T
θ̃ (i) (40)

where ε̄(i)[l] � ε̄(i)(y[l], a[l]). Then

[θ̃ (i)]Tz(i)[l]
[
z(i)[l]

]T
θ̃ (i) = (

ε̄
(i)
[l] − ε

(i)
[l]

)2
. (41)
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Using (34)

M∑
l=1

[θ̃ (i)]Tz(i)[l]
[
z(i)[l]

]T
θ̃ (i) � δM‖θ̃ (i)‖2. (42)

Based on (41) and (42)

‖θ̃ (i)‖2 � 1

δM

M∑
l=1

(
ε̄
(i)
[l] − ε

(i)
[l]

)2
. (43)

Note that the critic NN weight vector θ̂ (i) is computed with
least-square scheme (33) by minimizing (32). Then

M∑
l=1

(
ε
(i)
[l]

)2 �
M∑

l=1

(
ε̄
(i)
[l]

)2
. (44)

It follows from (43) and (44) that:

‖θ̃ (i)‖2 � 1

δM

M∑
l=1

(
ε̄
(i)
[l] − ε

(i)
[l]

)2

� 1

δM

M∑
l=1

4
(
ε(i)max

)2

= 4

δ

(
ε(i)max

)2 (45)

where ε(i)max � maxl |ε̄(i)[l] |. From the definition of ε̄(i), we have

limL→∞ ε
(i)
max = 0. According to (45)

lim
L→∞ ‖θ̃ (i)‖ = 0. (46)

Thus, it follows from (27), (36), and (46):
Q̂(i)(y, a)− Q̄(i)(y, a)

=
L∑

j=1

(
θ̂
(i)
j − θ̄

(i)
j

)
ψ j (y, a)−

∞∑
j=L+1

θ̄
(i)
j ψ j (y, a)

= �T
L (y, a)θ̃ (i) −

∞∑
j=L+1

θ̄
(i)
j ψ j (y, a). (47)

From (46) and (47)

lim
L→∞ Q̂(i)(y, a)− Q̄(i)(y, a) = 0

that is

lim
L→∞ Q̂(i)(y, a) = Q̄(i)(y, a). (48)

Next, we will use the method of mathematical induction to
prove that limL→∞ Q̄(i)(y, a) = Q(i)(y, a) for ∀i .

1) From Algorithm 2, û(0) = u(0). Thus, it follows from
(16) and (35) that Q̄(0)(y, a) = Q(0)(y, a).

2) Assume that limL→∞ Q̄(i−1)(y, a) = Q(i−1)(y, a) for
∀i > 0. Then, it follows from (48) that limL→∞ û(i) =
u(i). According to (35)

lim
L→∞ Q̄(i)(y, a) = R(y(k), a)+ γ lim

L→∞ Q̄(i)(y ′, û(i))

= R(y, a)+ γ lim
L→∞ Vû(i) (y

′)

= R(y, a)+ γ Vu(i) (y
′)

= Q(i)(y, a). (49)

Based on the above two steps

lim
L→∞ Q̄(i)(y, a) = Q(i)(y, a) (50)

for ∀i . From (48) and (50)

lim
L→∞ Q̂(i)(y, a) = Q(i)(y, a). (51)

Then, according to part 2) of Theorem 1,
limi,L→∞ Q̂(i)(y, a) = Q∗(y, a). �

Remark 5: In Theorem 2, the condition (34) is related to the
issue of exploration. To realize the condition (34), it requires
to increase the richness of the system data set SM . During
practical applications, there are some potential methods to
increase the richness of SM , such as collecting system data
with different initial states, using arbitrary or even randomized
exploratory behavior control action a. �

C. Adaptive Tracking Control

After the CoQL Algorithm 2 is terminated, the convergent
Q-function is used for adaptive tracking control design. Denote
the convergent critic NN weight vector as θc and the conver-
gent Q-function as Qc(y, a) = �T

L (y, a)θc. Then, according
to (15), the tracking control law is given by

u(k) = arg min
a

Qc(y(k), a). (52)

To solve the optimization problem (52) at each time instant k,
the one-step gradient descent method can be employed, and
then the adaptive tracking control can be given as

u(k) = u(k − 1)− α
∂Qc(y(k), a)

∂a

∣∣∣∣
a=u(k−1)

= u(k − 1)− α
∂�T

L (y(k), a)

∂a

∣∣∣∣
a=u(k−1)

θc. (53)

As stated in the Introduction, the motivation of this paper is
to achieve three important goals simultaneously. Accordingly,
compared with existing works, the strengths of the developed
CoQL method and the contributions of this paper can be
analyzed from three aspects as follows.

1) The CoQL method is developed for solving the model-
free optimal tracking control problem of general non-
affine nonlinear systems. It is known that results reported
for solving this problem are scarce. Note that most of the
existing works on optimal tracking control were reported
for affine nonlinear systems [43], [44], [51], [53]–[55] or
linear systems [42], [45], [48]. Moreover, these results
are completely model based [44], [50], [53] or partially
model based [43], [45], [51], [55].

2) The CoQL method learns the tracking control policy
with off-policy data. Off-policy data is arbitrary data
collected from the daily operations of the real system.
Note that most of the existing related works [12], [24],
[42], [51], [66], [68], [79], [80] belong to the on-policy
learning framework or use on-policy implementation.
For the on-policy learning scheme, to evaluate the value
function of a target control policy u, the system data
should be generated using the target control policy u.
This means that during the learning process, the
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learned control policy should be applied to generate data
before its convergence, which makes the data collection
much more difficult. That is to say, on-policy methods
cannot learn from the off-policy data. Even worse,
learning with on-policy scheme has the problem of inad-
equate exploration [19]. Unlike the on-policy methods,
off-policy methods are able to evaluate a target policy
while executing other behavior policies, which means
that any off-policy data is useful during the learning
process.

3) The developed CoQL method uses the critic-only imple-
mentation structure. For the model-free tracking control
problem of general nonaffine nonlinear systems, the
use of the critic-only structure is still a difficult issue
and no results have been reported according to the
best of our knowledge. Compared with the actor-critic
structure, the critic-only implementation structure may
reduce the computational effort but at the price of losing
the accuracy to some extent.

Remark 6: It is worth pointing out that the developed CoQL
method suits for solving extensive general model-free optimal
tracking control problems. The term general can be reflected
from the following aspects.

1) The system (1) is general and the full system model
f (x, u) is not required. Nearly all time-invariant systems
can be described by (1). Many existing works are
mainly restricted to linear systems [42], [45], [48], [65],
[66], [68] or affine nonlinear systems [43], [44], [51],
[53]–[55], which are special forms of the system (1).

2) The desired trajectory r(k) is a general bounded signal
since h(r) is unknown.

3) R(y, u) in the performance index (6) is general, where
its explicit expression is not required and thus no restric-
tions are imposed on its form. The one-step cost R(y, u)
is the real instantaneous cost generated at state y with
control action u during the practical operation. For many
existing works, R(y, u) is usually restricted to quadratic
form [42], [44], [45], [48], [55], [66], [68] or at least
quadratic form in control [82].

4) The developed CoQL method is an off-policy learning
approach, where the system data required for learning is
general. For the off-policy learning approach, the target
policy can be evaluated with data generated with any
other behavior policies, and thus any data collected from
real system is useful. �

Remark 7: Similar to the developed CoQL method, the
single network adaptive critic (SNAC) [8], [16], [83] uses only
one critic NN to approximate the costate, which was proved to
be a promising method for control design. However, there are
three main differences between the CoQL and SNAC methods.

1) The developed CoQL is a model-free method by learning
with off-policy data, while the SNAC is a model-based
method that requires the system mathematical equation.

2) The CoQL method is developed for solving the optimal
tracking control problem in this paper, while the SNAC
methods were designed for optimal regulation problems.

3) The CoQL and SNAC methods belong to different
frameworks. The CoQL method is developed based on

Fig. 1. Trajectories of r1(k), state x1(k), and tracking error e1(k) generated
by CoQL-based adaptive tracking control.

Fig. 2. Trajectories of r2(k), state x2(k), and tracking error e2(k) generated
by CoQL-based adaptive tracking control.

the action-state value function, i.e., Q-function Q, while
the SNAC method is designed based on the state value
function V . Thus, different approaches may be required
to analyze the two methods. �

V. SIMULATION STUDIES

In this section, the effectiveness of the developed CoQL
method is verified through simulation studies on a nonlinear
system. Consider the following system:⎧⎪⎨
⎪⎩

x1(k + 1) = 0.9950 tanh(x1(k))+ 0.0499 tanh(x2(k))

x2(k + 1) = −0.2996 tanh(x1(k))+ 0.9925 tanh(x2(k))

+ sin(u)

(54)

with x(0) = [0.4,−0.3]T. Let the desired trajectory r(k) be
generated by the following command system:{

r1(k + 1) = 0.9963r1(k)+ 0.0498r2(k)

r2(k + 1) = −0.2492r1(k)+ 0.9888r2(k)
(55)

with r(0) = [−0.1, 0.2]T. The desired trajectory r(k) are
sinusoidal signals, which are shown in Figs. 1 and 2 with
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Fig. 3. Critic NN weights θ̂ (i)1 − θ̂
(i)
5 at each iteration.

Fig. 4. Critic NN weights θ̂ (i)6 − θ̂
(i)
10 at each iteration.

black dotted lines. For the discounted performance index (6),
let R(y(l), u(l)) = e2

1(l)+2e2
2(l)+u2 and γ = 0.99. To show

the real cost generated using control u, define the cost with
respect to time as

J (k) �
k∑

l=0

γ lR(y(l), u(l)). (56)

To learn the Q-function with the developed CoQL method
(i.e., Algorithm 2), let the initial control u(0)(y) =
[0.0906, 0.0187, 0.0936, 0.0322]y, the termination condi-
tion ε = 10−5, and the critic NN activation func-
tion �L(x, a) = [tanh2(e1), tanh(e1) tanh(e2), tanh(e1)r1,
tanh(e1)r2, tanh(e1) sin(a), tanh2(e2), tanh(e2)r1, tanh(e2)r2,
tanh(e2) sin(a), r2

1 , r1r2, r1 sin(a), r2
2 , r2 sin(a), sin2(a)]T.

Using these parameters, simulation is conducted with the
CoQL algorithm and it terminates at the 112th iterations.
Figs. 3–5 show the critic NN weights at each iteration, where

θ̂ (i) converges to θc = [6.1806, 0.1657, −1.6448, −0.0743,
0.0481, 2.1282, −0.6271, −0.9628, 2.0581, 140.4417,
2.5552, −0.2362, 26.7717,−0.1004, 0.5357]T. With the con-
vergent critic NN weight vector θc, the CoQL-based adaptive
control law (53) is then employed for the system (54). The
simulation results are given in Figs. 1, 2, 6, and 7, where the

Fig. 5. Critic NN weights θ̂ (i)11 − θ̂
(i)
15 at each iteration.

Fig. 6. Trajectory of the CoQL-based adaptive tracking control.

Fig. 7. Trajectory of J (k) generated by the CoQL-based adaptive tracking
control.

dotted lines denote the desired trajectories and the solid lines
are generated by the developed CoQL-based adaptive tracking
control. Figs. 1 and 2 demonstrate the trajectories of system
state x(k) and tracking error e(k). Note that the CoQL-based
adaptive tracking control achieves a good tracking perfor-
mance. The trajectory of the CoQL-based adaptive control
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is shown in Fig. 6. In Fig. 7, the real cost J (k) of the
CoQL-based adaptive tracking control converges to 5.8109.

Remark 8: For the developed CoQL method, most of its
execution time is consumed on learning the Q-function by
computing the critic NN weight vector with (33) iteratively. It
is noted from (33) that the time will increase as the dimension
of the matrix Z (i) increases. Note that the dimension of the
matrix Z (i) is determined by the parameters L and M , where
L is the size of the critic NN and M is the size of the data set.
The parameters L and M are usually affected by the dimension
and the complexity of the system. That is to say, for com-
plex or higher dimensional systems, more hidden-layer nodes
(i.e., larger L) of the critic NN are required to approximate
the Q-function and more system data (i.e., larger M) is needed
to learn the Q-function. Therefore, the dimension and the
complexity of the system are the two main factors that affect
the execution time of the developed CoQL method. �

VI. CONCLUSION

The CoQL method was developed for model-free opti-
mal tracking control design of general nonlinear discrete-
time systems. The optimal tracking control problem was
first reformulated as an optimal regulation control problem
of the argumented system, and then the Q-learning algo-
rithm was proposed to learn the optimal Q-function without
requiring system model. Q-learning generates a nonincreasing
Q-function sequence, which was proved converging to the
optimal Q-function. For implementation purposes, the CoQL
method was developed, where only critic NN was required
for approximating the Q-function. By involving NN estimation
error, the convergence of the CoQL method is proved. After
the converge Q-function is obtained from the CoQL method,
the adaptive tracking control was designed based on a gradient
descent scheme. The developed CoQL method is general and
simple to implement, which suits for solving the model-free
optimal tracking control problem of many practical systems.
To verify the effectiveness of the developed adaptive optimal
tracking control method, simulation studies were conducted
on a nonlinear system and good tracking performance was
achieved.

There are some related interesting but not trivial issues
worth further investigation, but beyond the scope of this paper.
These are as follows.

1) The selection of parameters in the developed CoQL
method are still experience based. Thus, it is required
to conduct further studies on the parameters selection
such that the performance of the CoQL method can be
improved.

2) Extend the developed methods to handle control prob-
lems with input constraints, delays, uncertainties, etc.

3) Apply the developed methods to solve real application
problems.
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