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Abstract The key challenge of steganalysis is to construct effective feature repre-

sentations. Traditional steganalysis systems rely on hand-designed feature extractors.

Recently, some efforts have been put toward learning representations automatically

using deep models. In this paper, we propose a new CNN based framework for ste-

ganalysis based on the concept of incorporating prior knowledge from auxiliary tasks

via transfer learning to regularize the CNN model for learning better representations.

The auxiliary tasks are generated by computing features that capture global image

statistics which are hard to be seized by the CNN network structure. By detecting rep-

resentative modern embedding methods, we demonstrate that the proposed method

is effective in improving the feature learning in CNN models.

1 Introduction

The field of image steganalysis aims to reveal the presence of secret messages in dig-

ital images. It is often seemed as a pattern recognition problem. The key challenge

of image steganalysis lies in building effective feature representations that are sensi-

tive to stego signal while insensitive to image content. In order to obtain an accurate

detection, it is important that the feature representations consider complex depen-

dencies among individual image elements to capture the traces caused by embedding
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operations. In the past years, researchers have focus on designing appropriate feature

extractors, and various features have been constructed to capture different types of

dependencies [4–6, 10, 18, 21–23]. A classifier is then trained based on these fea-

tures to distinguish between cover and stego images. Though significant progress

has been achieved, the detection accuracy is far from satisfactory, especially when

against new and advanced steganographic methods. Moreover, these traditional ste-

ganalysis methods are heavily dependent on expert experiences, and it is difficult and

time-consuming to design new features.

More recently, many efforts have been put toward learning feature representations

automatically for steganalysis using deep learning models, which are powerful in

learning complex representations by transforming the inputs through multiple layers

of nonlinear processing. For example, Qian et al. [19] propose a novel framework

for steganalysis based on Convolutional Neural Network (CNN). In the proposed

framework, both the feature extraction and classification stages are unified under a

single architecture, and are trained simultaneously. One obvious advantage of such

method is that it would greatly reduce the amount of human labor by leaving the

design of the feature extractor to the learning algorithm. Another is that the end-to-

end training make the model possible to automatically discover useful information

directly from data, while exploiting the guidance of classification.

Inspired by the recent progress on feature learning for steganalysis, this work takes

a new CNN based approach, in which incorporation of prior knowledge to regularize

the learning process is considered to boost the performance of steganalysis. In fact,

though deep learning models have shown great promise in learning powerful features

for pattern recognition, the difficulty of training thousands of or even millions of

parameters still exists. They are easy to over-fitting and getting stuck in local minima,

especially when trained on small datasets. To reduce these problems during training

and to improve the performance of the model, many regularization methods have

been developed, such as dropout [7], dropconnect [24], stochastic pooling [25], and

data augmentation [3]. In this paper, we propose regularizing the CNN models for

steganalysis by encoding prior knowledge via transfer learning from auxiliary tasks.

The auxiliary tasks are generated by computing features that capture global statistics

which are hard to be seized by the CNN network structure. We expect to encode

such information in to the model, and encourage the learned feature representations

to capture the global statistics for better detection performance.

2 Related Work

Our method is related to numerous works on deep learning, feature based steganaly-

sis, and transfer learning. In this section, we briefly discuss them below.

Deep learning: Deep learning is a class of machine learning methods that addresses

the problem of what makes better representations and how to learn them. The deep

learning models have deep architectures that consist of multiple levels of non-linear
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processing and can be trained to hierarchically learn complex representations by

combining information from lower layers. There are many different types of deep

models, such as Deep Boltzmann Machines [20], deep autoencoders [13], and Con-

volutional Neural Networks [14]. They have practically proved to be more powerful

learning schemes for many artificial intelligence (AI) tasks such as object recogni-

tion, natural language processing, and image classification. In this paper, we focus on

CNN as a base learner for steganalysis tasks. In a CNN model, trainable filters and

pooling operations are applied alternatingly to the inputs, resulting in increasingly

complex feature representations.

Feature based steganalysis: Most of the recent feature extraction methods for ste-

ganalysis follow a well-established paradigm of assembling a complex model as a

combination of many diverse submodels to capture various dependencies among

image elements [4–6, 10, 22, 23]. The submodels are constructed by firstly form-

ing various noise residuals from pixels or DCT coefficients using a large number of

designed linear or non-linear filters, and then computing global statistics such as high

order co-occurrences from the residuals. Such methods rely heavily on expert human

experiences to design different submodels to capture complementary information.

Moreover, since the feature extraction and classification stages are independent, the

guidance of classification can not be utilized for feature extraction. By contrast, our

CNN based methods automatically learn features from data by training parameters

in both feature extraction and classification stages. In [19], the authors also propose

a CNN based model for feature learning in steganalysis. However,our method dif-

fers in that we exploit priori knowledge from auxiliary tasks to facilitate steganalysis

feature learning for better performance.

Transfer learning: Transfer learning aims to leverage shared domain-specific knowl-

edge contained in related tasks to help improving the learning of the target task.

There has been a large amount of algorithms and techniques proposed on trans-

fer learning to solve different problems. In this work, we mainly focus on transfer

learning in the neural network. In [17], transfer learning with CNNs is explored

for object recognition in a manner of reusing layers supervised trained on a large

dataset to compute mid-level image representation for another dataset with limited

training data. Differently to this work, we here transfer knowledge from some hand-

engineered features. Similar ideas can also be found in other tasks [1, 11, 15], but

its performance in steganalysis is not clear.

3 Proposed Framework

In this section, we will introduce the proposed framework in detail.
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3.1 Exploiting Knowledge from Auxiliary Tasks with CNN

In our work, we use CNN, one of the most popular deep models, as the base learner

to learn feature representations for steganalysis. A typical CNN model includes

multiple convolutional layers, several fully-connected layers. The final layer is con-

nected to a classifier for classification. In a convolutional layer, trainable filters, non-

linearity and local pooling of feature maps using a max or an averaging operation

are applied in sequence. Detailed descriptions of CNNs can be found in [14].

Though CNN has been proved to be a powerful learning tool, the training of a

large CNN architecture is still a challenging task, especially when facing limited

training data. The key idea of this work is that the priori knowledge provided from

auxiliary tasks through transfer learning can help CNN learn better feature represen-

tations for steganalysis as illustrated in Fig. 1.

In the proposed framework, the CNN model described in Sect. 3.2 extracts feature

representations with multiple convolutional layers, and passes them to several fully-

connected layers. The outputs of the last fully connected layer are fed to a two-way

softmax for classification task, which is the target task in this work. The loss function

here is the cross-entropy loss, which we call the target loss.

Meanwhile, the constructed auxiliary tasks from input described in Sect. 3.3 are

used to regularize the CNN model. This is achieved by connecting the output units

of the auxiliary tasks to the last fully-connected layer of the CNN structure and com-

puting the least square loss, which we called the auxiliary loss. In this case, it encour-

ages the fully-connected layer information to be close to the information provided

by auxiliary tasks.

Fig. 1 Proposed framework for steganalysis
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The overall loss function for the whole regularized model is a weighted summa-

tion of the target loss and the auxiliary loss. The network is then trained using back-

propagation algorithm to minimize the overall loss, and thus the learning of features

for steganalysis is guided by both the labeled information from the classification task

and information from the auxiliary tasks simultaneously.

3.2 CNN Architecture

In this section, we describe the CNN architecture that is used for learning features for

steganalysis as shown in Fig. 1. The architecture is composed of one image process-

ing layer, five convolutional layers and three fully connected layers. It accepts an

image patch of size 256× 256 as input. Then the image processing layer computes

the residuals with a predefined filter kernel of size 5× 5. Here, we use the KV kernel,

which is one of the commonly used kernels for preprocessing in traditional feature

extractors, as shown below.

Kkv =
1
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The hard wired layer aims to strengthen the weak stego signal, hence to provide a

much better initialization to drive the whole network as compared with random ini-

tialization. The first and fifth convolutional layer have 16 filter kernels of size 5× 5,

and the second to fourth convolutional layers have 16 filter kernels of size 3× 3. The

filtering stride of all the convolution operation is set to 1. Meanwhile, overlapping

average pooling operation is applied to each convolutional layer with window size

3× 3 and stride 2. Finally, the extracted features from the convolutional layers are

passed to two fully connected layers. Each of the two layers has 128 neurons, and

the output of each neuron is activated by the Rectified Linear Units (ReLUs) [16].

The settings of architecture we use here is the same as in [19], except that the

activation function used in the five convolutional layers in this work is a variant of

Gaussian function that has a better performance than Gaussian function. It is shown

as below.

f (x) = 1 − e−
x2

𝜎
2
, (2)

where 𝜎 is a parameter that determines the width of the curve.
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3.3 Constructing Auxiliary Tasks

In this section, we introduce how to construct auxiliary tasks that are used for incor-

porate prior knowledge into the training of steganalysis models. Firstly, these tasks

should be related to the specific steganalysis task. Secondly, we expect that they

would provide complementary information that are useful for steganalysis while are

hard to capture by the target task.

In steganalysis, effectively discovering and exploiting dependencies among indi-

vidual image elements is crucial for the detectors to obtain a good performance.

In different methods, different types of image statistics are exploited to model the

dependencies. In traditional steganalysis systems, features are extracted by comput-

ing global statistics such as high order co-occurrences from noise residuals. These

global statistics have been proved to be efficient for steganalysis. Differently, the

CNN model describe the relationships among a large number of image elements

through multi stage filtering and pooling operations, and the features extracted here

are more related to local statistics from a neighborhood. It means that the useful

global statistics in conventional steganalysis methods are hard to be captured by the

CNN model. Hence, it is desirable that the auxiliary tasks can encode the global

statistic information to the CNN model. To this end, we propose constructing the

auxiliary tasks by computing features with a traditional method as mentioned before.

In our experiments, we use a 169 dimensional feature vector formed from the noise

residual computed using the KV kernel as auxiliary outputs. The detailed feature

extraction step can be found in [5].

4 Experiments

To evaluate the effectiveness of the proposed framework, we conduct experiments

on the BOSSbase 1.01 dataset [2], which contains 10,000 images acquired by seven

digital cameras in RAW format and subsequently processed to the size of 512× 512.

In our experiments, to further improve the network’s generalization ability and to

reduce the effects of overfitting during training, two commonly used regularization

techniques are used in the CNN architecture. Firstly, the technique called “dropout”

as detailed in [7] is applied for regularizing the two fully connected layers. Secondly,

we take advantage of the data augmentation skill to artificially enlarge the dataset

to reduce overfitting problem. It is applied by extracting random 256× 256 patches

as well as their flip version from the 512×512 images, and training the network on

these extracted patches. At testing time, five 256× 256 patches, including the four

corner patches and the center patch, and their flip version are extracted. The network

makes a prediction on each of these patches, and averages the ten predictions to

produce a more robust estimate of the class probabilities.
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Table 1 Detection error of different methods on BOSSbase 1.01

bpp WOW S-UNIWARD

0.3 (%) 0.4 (%) 0.5 (%) 0.3 (%) 0.4 (%) 0.5 (%)

SRM + Ensemble 25.57 20.90 16.60 26.12 20.92 16.70

CNN 28.93 21.98 17.35 32.03 24.20 20.65

Proposed 24.18 19.30 16.0 29.58 22.33 17.38

The proposed models are implemented using the code provided by Krizhevsky

et al. [12], which allowed for rapid experimentation. We use a Tesla K40c GPU with

12GB of memory and two Tesla K20m GPU with 5GB of memory. In the overall loss

function, the weight for the target loss is set to 1, and the weight for the auxiliary loss

is set to 0.005 empirically. All the trainable parameters in the network are initialized

randomly and trained by back-propagation algorithm as has been mentioned.

Table 1 shows the comparison of our results with two other methods. The detec-

tion error PE = minPFA

1
2
(PFA + PMD(PFA)) is used to evaluate the performance the

these methods, where PMD is the missed detection rate and PFA is the false alarm

rate. The “CNN” means the method proposed in [19]. In that work, the CNN model

is trained without model regularization from auxiliary tasks. Here, for fair compar-

ison, the CNN architectures in our proposed method and this method use the same

settings. The “dropout” and the data augmentation are applied to both methods. The

“SRM + Ensemble” means the method that based on training a ensemble classifier on

SRM feature set, which is one of the representative traditional steganalysis schemes.

The experiments are run on two content-adaptive steganographic algorithms, WOW

[8] and S-UNIWARD [9], with three payloads respectively. From Table 1, we can

observe that the proposed method achieves 1–4 % improvement in detection error

over the “CNN” method in [19]. It means that model regularization via transfer

learning from auxiliary tasks is helpful for learning features in steganalysis. And the

detection performance for the WOW algorithm is better than the “SRM + Ensemble”

method, which is one of the state-of-the-art methods in image steganalysis.

5 Conclusion

In this paper, we propose a new CNN based framework to effectively learn feature

representations for steganalysis. In the framework, we use transfer learning from

auxiliary tasks to encode priori knowledge into the learning process of CNN mod-

els. This would provide a good model regularization for improving the training of

CNN. we construct auxiliary tasks by computing features to capture global image

statistics which are useful for steganalysis but hard to be seized by the CNN network

structure. Experimental results show the effectiveness of the proposed frame work

on improving feature learning using CNN models for steganalysis. We also achieve

a better performance on detecting the WOW algorithm against the traditional ste-

ganalysis scheme that using SRM feature set.
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