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Abstract—This paper considers using deep neural networks
for handwritten Chinese character recognition (HCCR) with
arbitrary position, scale, and orientations. To solve this problem,
we combine the recently proposed spatial transformer network
(STN) with the deep residual network (DRN). The STN acts
like a character shape normalization procedure. Different from
the traditional heuristic shape normalization methods, STN is
learned directly from the data. Furthermore, the DRN makes
the training of very deep network to be both efficient and
effective. With the combination of STN and DRN, the whole
model can be trained jointly in an end-to-end manner. In this
paper, new state-of-the-art performance has been achieved by our
proposed model on the offline ICDAR-2013 Chinese handwriting
competition database. Moreover, the experiment on randomly
distorted samples shows that the STN is very effective for robust
HCCR in rectifying the shape of distorted characters.

I. INTRODUCTION

Handwritten Chinese character recognition (HCCR) is a
challenging task which has been studied for more than fifty
years, due to the large number of character classes and the
distinct handwriting styles across individuals. In traditional
methods, the procedures for HCCR usually include: shape nor-
malization, feature extraction, dimensionality reduction, and
classifier training. For example, the MQDF and DLQDF [1],
[2] based approaches have achieved good performance in past
evaluations [3], however, the traditional methods are reaching
their bottlenecks nowadays [4], [5].

Due to the record-breaking performance, deep neural net-
work, especially convolutional neural network (CNN) [6],
is becoming more and more popular in recent years. Many
CNN-based models have shown state-of-the-art performance
in classification [7], [8], [9], localization [10], semantic seg-
mentation [11] tasks, and so on. Meanwhile, in HCCR domain,
various CNN-based models have been proposed, and the
records on HCCR have been renewed many times [12], [13],
[14], [5].

The first reported successful application of CNN for large
vocabulary HCCR was the multi-column deep neural network
(MCDNN) proposed by Ciresan et al. [12]. After that, the team
from Fujitsu used a CNN-based model to win the first place
in the ICDAR-2013 HCCR competition [4], with an accuracy
rate of 94.77%. Recently, Zhong et al. [14] improved the

Fig. 1. The spatial transformer network (STN) rectifies the original hand-
written Chinese character image (left) to the regular handwritten Chinese
characters image (right) . The STN can be seen as a shape normalization
preprocess in HCCR framework, and the STN is directly learned from data
in a discriminative manner.

performance to 96.35% by a single model of HCCR-Gabor-
GoogLeNet which outperformed the human performance. Li
et al. [15] from Fujitsu further improved the performance to
96.58% based on a single CNN model with augmented training
data using distortion. The ensemble based methods can be
further used to improve the performance with some tradeoff
on speed and memory.

Although significant progress has been achieved by using
CNN-based models for HCCR, most models ignore the infor-
mation of spatial distortion for handwritten Chinese characters
in real world. Due to different handwriting environment and
styles, the direction, position, and size of the character may
vary significantly for different samples. Convolutional neural
networks are still lacking the ability to be spatially invariant
with respect to the input data. Traditionally, the shape normal-
ization methods [16] are used to transform the samples into
fixed-size and normalized characters, which are very important
for the following classification task. However, these normal-
ization methods are heuristic and not guaranteed to be optimal
for the task of HCCR. In light of this, motivated by the spatial
transformer network (STN) [17], we propose a new model
for HCCR by directly learning the shape normalization form
the data in an end-to-end manner. The proposed method is
robust to irregular (different size and orientations) characters.
To further improve the performance, we also combine the STN
with the recently proposed very deep networks, namely, deep
residual network (DRN) [18]. With the combination of STN
and DRN, we can achieve a new state-of-the-art result on the
ICDAR-2013 competition database. Moreover, we also show
that STN is important and effective for the recognition of
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distorted characters.
Specifically, the STN [17] is used to transform the input

character image (with arbitrary size or orientation) into a
rectified image including scaling, cropping, and rotation. As
shown in Fig. 1, with STN, the character shape is normalized
compared with the original image. The transformation used in
STN is a 2D affine transformation configured by 6 transfor-
mation parameters, which are directly learned from the input
image. Due to the shape normalization ability of STN, the
subsequent classifier (convolutional neural network) can deal
with the distorted handwritten Chinese characters properly and
lead to superior classification performance. After STN, we
apply the DRN [18] as the final classification model. DRN
is a powerful and super deep framework which has been used
to win the ILSVRC [19] and COCO [20] 2015 competitions
in classification, detection, localization and segmentation re-
cently. Due to its special structure, DRN is much easier for
optimization with the BP algorithm compared with other deep
models. Moreover, due to the considerably increased depth,
the classification accuracy can also be significantly improved.

The whole model is trained in an end-to-end manner by
jointly optimizing the STN and DRN models on the raw data.
The STN can learn the transformation parameters automat-
ically without any extra supervision, e.g, the geometric or
position information. The parameters in STN are learned with
respect to the backward gradients from the DRN part. In our
experiments, we find that the STN tends to produce frontal
and horizontal character which can simplify the subsequent
classification task. The main contribution of this paper is a
robust HCCR system based on deep neural network model,
whose network architecture is specifically designed for hand-
written Chinese characters in the real world. Two experiments
are conducted to show that the proposed STN+DRN model
can not only achieve state-of-the-art performance in traditional
HCCR task but also being robust to irregular characters.

The rest of this paper is organized as follows. Section II in-
troduces the proposed HCCR framework including STN, DRN
and the whole system. Section III presents the experimental
results and Section IV concludes this paper.

II. THE PROPOSED HCCR FRAMEWORK

The architecture of our proposed HCCR framework includes
two parts: spatial transformer network (STN) and deep residual
network (DRN), and we will describe each part in detail in
the following subsections.

A. Spatial Transformer Network

As shown in Fig. 2, the STN [17] includes three parts. First,
a localization network takes the input image, and through a
number of hidden layers, it regresses the parameters of the
spatial transformation that should be applied to the original
image. Then, the predicted transformation parameters are used
to create a sampling grid, i.e., a set of points where the input
image should be sampled to produce the transformed output,
which is implemented by the sampling grid generator. Finally,
the sampler takes the sampling grid and the input image to

Fig. 2. The architecture of spatial transformer network (STN) [17]. The input
image I is passed to a localization network to produce parameters θ. The grid
generator then produces the sampling grid Aθ (G). At last, both the I and
the Aθ (G) are used by the sampler to produce the rectified output image O.

produce the output image, which is sampled from the input at
the grid points. The combination of these three components
forms the STN. An advantage of STN is that all components
are differentiable, which means the STN can back-propagate
loss-gradient in the neural network, and hence, STN can be
combined and jointly trained with other networks.

1) Localization Network: The localization network takes
the input image I ∈ <H×W×C (height H , width W , channels
C) to output θ, the 6-dimensional parameters of the affine
transformation Aθ to be applied on the original image:

θ = floc(I) (1)

The localization network function floc() can take any form,
such as a fully-connected network or a convolutional network.
In our work, we use the localization network that contains
two convolution+maxpooling layers, followed by two fully-
connected layers for the regression of the transformation
parameters θ. The CNN based localization network is trained
jointly with the following networks without the need of any
extra geometric or position supervision during training.

2) Grid Generator: The grid generator generates a sam-
pling grid G for the “Sampler” to perform a warping of the
input image I [17]. The output pixels are defined to lie on
a regular grid G = {Gi} of pixels Gi = (xti, y

t
i), forming

an output image O ∈ <H′×W ′×C , where H ′ and W ′ are the
height and width of the grid, and C is the number of channels
which is the same as the input image. In our case, the point-
wise affine transformation is

(
xsi
ysi

)
= Aθ

xtiyti
1

 =

[
θ11 θ12 θ13
θ21 θ22 θ23

]xtiyti
1

 (2)

where (xti, y
t
i) is the target coordinate of the regular grid in

the output image, (xsi , y
s
i ) is the source coordinate in the

input image that define the sample points, and Aθ is the
affine transformation matrix. All coordinates are normalised
in [−1,+1]. In practice, we initialize the affine transformation
matrix Aθ as follows:

Aθ =

[
1 0 0
0 1 0

]
(3)
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The transform defined in Eq. (2) allows rotation, scale, crop-
ping, translation and skew to be applied to the input image,
and requires only 6 affine transformation parameters from the
localization network. The grid generation involves only matrix
production. Therefore, the grid generator is differentiable. As
illustrated in Fig. 2, applying the parameterised sampling grid
to an input image will produce regular output image.

3) Sampler: Lastly, the sampler take the set of sampling
points Aθ (G) along with the input image I , producing the
sampled output image O. We use a bi-linear sampler S to
interpolate the pixels (xti, y

t
i) in the pixels near (xsi , y

s
i ) on the

input image. Setting all the pixels in O, we get the rectified
image:

O = S (I, Aθ (G)) (4)

The bi-linear sampler S is also a differentiable function, which
means that all STN components can be trained with normal
gradient descent methods. The affine transformation allows
the STN to transform irregular images into rectified regular
characters. As shown in the later sections and also Fig. 5, the
irregular characters (include skew, different scale, and rotated
characters) can be effectively normalized by the STN.

B. Deep Residual Network

Large vocabulary HCCR is a challenging task that re-
quires powerful models like DNN, which naturally integrates
low/mid/high level features [21] and classifiers in an end-to-
end framework. However, when the network becomes deeper,
it will encounter the degradation problem as reported in [22].
To solve this problem, He et al. [18] proposed an effective
framework: deep residual network (DRN).

Fig. 3. The building block architecture in deep residual network: the standard
convolution layer (Conv), batch normalization (BN), and ReLU. We remove
the ReLU activation and add the BN after the addition.

1) Residual Learning: It is hypothesized [18] that opti-
mizing the residual mapping is much easier than the original
mapping. The residual mapping is defined as:

F (x) = H (x)− x (5)

H (x) denotes the desired mapping, x denotes the input feature
map, and the original mapping is recast into F (x) + x.

2) Shortcuts: The formulation of F (x) + x can realized
by shortcut connections [23] in neural network. Shortcut
connections are those skipping one or more layers. We adopt
residual learning to every few stacked layers, and the definition
can be expressed as:

y = F (x, {Wi}) + x (6)

Here x and y are the input and output feature map of the
layers. The function F (x, {Wi}) represents the residual map-
ping to be learned. With this framework, much more neural
network layers can be stacked to produce deeper networks
for the purpose of higher classification performance but still
having lower complexity and less parameters compared with
traditional deep models.

In our work, the residual building block is defined as
Fig. 3, which is a little different from [18]. We use a stack
of two convolutional layers followed by batch normalization
layers [24]. The shortcut connection performs as an identity
mapping in the building block, and we add the shortcut
connection to the convolutional layers. The ReLU activation
is removed and the BN is added after the addition. This
architecture can be trained easier and its convergence is faster.
Since the residual building block is differentiable, the whole
model can be trained end-to-end.

C. The Whole HCCR Framework
As shown in Fig. 4, by combining STN and DRN, we

build a deep convolutional neural network for HCCR. At the
bottom of the network, the STN module transforms the input
image to rectified image. Then, the following DRN module is
used to classify each rectified image and outputs the posterior
probabilities. The whole system is trained end-to-end with the
raw data and the ground truth of the character.

In the localization network part, we use the network archi-
tecture as: max[2,2]-conv[20,5,1,0]-max[2,2]-conv[20,5,1,0]-
fc[20]-fc[6]. The “max”, “conv”, “fc” denote the max-pooling
layer, convolutional layer and fully-connected layer respec-
tively. The number in the bracket for max means [filter size,
stride], for conv means [number of units, filter size, stride,
padding size] and for fc means [number of units]. After
the convolutional layers and fully-connected layers, we use
ReLU [26] as the activation function.

In this paper, we consider two residual networks: a 19-
layer and a 34-layer residual networks. The number of units
in the softmax layer is 3755 (corresponding to the number
of classes). Fig. 4 shows the architecture for residual-19
network.1 Like the standard residual network, our 19-layer

1To save space, we omit the architecture for the residual-34 network.
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Fig. 4. The architecture of the proposed HCCR network which includes two parts: 1) spatial transformer network which rectifies the input handwritten
Chinese character image; 2) deep residual network which predicts the label distribution for rectified character image. The whole model is trained end-to-end
in an unified framework.

TABLE I
RESULTS ON ICDAR-2013 OFFLINE HCCR COMPETITION DATABASE

Method Accuracy Training Data Ensemble Memory

Residual-19 96.36% HWDB1.0+1.1 no 51.7MB

STN-Residual-19 96.50% HWDB1.0+1.1 no 51.8MB

Residual-34 97.36% HWDB1.0+1.1 no 92.2MB

STN-Residual-34 97.37% HWDB1.0+1.1 no 92.3MB

Human Performance [4] 96.13% n/a n/a n/a

Traditional Method:DFE+DLQDF [2] 92.72% HWDB1.0+1.1 no 120.0MB

ICDAR-2011 Winner [25] 92.18% HWDB1.1 no 27.35MB

ICDAR-2013 Winner [4] 94.77% HWDB1.1 yes(4) 2.402GB

MCDNN [12] 95.79% HWDB1.1 yes(8) 349.0MB

ATR-CNN Voting [13] 96.06% HWDB1.1 yes(4) 206.5MB

HCCR-Gabor-GoogLeNet [14] 96.35% HWDB1.0+1.1 no 27.77MB

HCCR-Gabor-GoogLeNet-Ensemble [14] 96.74% HWDB1.0+1.1 yes(10) 270.0MB

CNN-Single [15] 96.58% HWDB1.0+1.1+1.2 no 190.0MB

CNN-Votiong [15] 96.79% HWDB1.0+1.1+1.2 yes(5) 950.0MB

DirectMap-ConvNet [5] 96.95% HWDB1.0+1.1 no 23.5MB

network contain 8 shortcuts building block. We also apply
dropout after each shortcuts block for better performance.

In the optimization process, we use a weight decay of
0.0001 and momentum of 0.9, and adopt the weight initializa-
tion method of [27], BN [24], and dropout between 0.05-0.1
in a few layers. The models are trained with a mini-batch size
of 256 on one GPU. For the STN-Residual-19 we start with
a learning rate of 0.01, and for the STN-Residual-34 we start
with a learning rate of 0.001 for the STN and 0.01 for the rest
part. The learning rates for all models are divided by 10 when
both the training loss and the training error stop reducing.
We use a very simple data distortion for training, i.e., random
rotation between -3◦ and +3◦. For testing, we only evaluate
the original 32x32 input image.

III. EXPERIMENTAL RESULTS

A. Experimental Data

The database we used for evaluation is the offline CASIA-
HWDB [3] collected by the Institute of Automation of the
Chinese Academy of Sciences. We use CASIA-HWDB1.0
database (420 writers) and CASIA-HWDB1.1 database (300
writers) for training, and the ICDAR-2013 Chinese handwrit-

ing recognition competition set (60 writers) for testing. The
number of character-class is 3755.

B. Experimental Settings

We shuffle our training data at the beginning of every epoch
and normalize the offline character image to a size of 32x32 as
the input for the network. Our model is implemented under the
Torch7 scientific computing platform [28]. We use the CUDA
backend and cuDnn accelerated library in our implementation
for high-performance GPU acceleration. Our experiments are
carried out on a workstation with one Intel(R) Xeon(R) E5-
2680v3 2.50GHz CPU, one NVIDIA TitanX GPU, and the
256GB RAM. The proposed model takes 0.95ms to recognize
one handwritten Chinese character, and each model is trained
for about 3 days after 25 epochs over the training set.

C. Comparison with State-of-the-art

Our model is firstly evaluated on the ICDAR-2013 offline
HCCR competition database. We compare our models with
different typical methods using the same dataset. The experi-
mental results are shown in Table I. It is shown that we can
achieve new state-of-the-art performance for offline HCCR
compared with previous approaches. The convolutional neural
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TABLE II
RESULTS ON DISTORTED OFFLINE HCCR DATABASE

Method Accuracy

FCN 41%

STN-FCN 64%

Residual-19 92.62%

STN-Residual-19 93.66%

network (CNN) based approaches can significantly outperform
the traditional approaches such as DLQDF. However, previous
CNN based approaches for HCCR are not deep enough (i.e.,
most models have less than 20 layers). In this paper, by using
the deep residual network (DRN) [18], we can further improve
the performance significantly, which identify the effectiveness
of increasing depth for improving accuracy. Moreover, with
the help of STN [17], the performance is further improved,
which justify the effectiveness of STN in character shape
normalization. The combination of STN and DRN is shown
to be a good choice for HCCR. Another finding is that: when
the classification network becomes more and more powerful,
the effectiveness of STN will be reduced, for example, there
is no difference between STN-Residual-34 and Residual-34.
This may be caused by two reasons: (1) the STN used in this
paper is too simple, i.e., an affine transformation with only six
parameters, and (2) the character samples in the competition
database do not contain large distortions.

Taking all these together, we can conclude that our model
can perform state-of-the-art Chinese character recognition in
the general setting. However, a much more difficult task is
the recognition of characters with arbitrary position, scale,
and rotation angles, which is commonly happened in real
applications. Therefore, to prove the effectiveness of our model
in dealing with the irregular handwritten Chinese characters,
we conduct another experiment on recognizing characters with
large distortions.

D. Distorted HCCR Experiment

In order to simulate the handwritten Chinese character in
real world without any constraints, we distort the character
image from CASIA-HWDB dataset and ICDAR-2013 offline
HCCR competition datasets. As shown in Fig. 5, we rotate
the handwritten Chinese character image by -45◦ and +45◦,
randomly scale the character by a factor of between 0.8 and
1.0, place the pixel in a random location in a 42x42 image, and
then resize the image to 32x32. All processes are implemented
with random values sampled from the uniform distribution.

For the distorted HCCR experiment, we use the pre-trained
STN parameters from a simple classifier: STN followed by 3
fully connected layers (FCN). The pre-trained STN parameters
is used to give a better initialization. After that, in the jointly
training of STN and Residual-19, for the first 10000 iterations
the STN parameters are not updated, and then the whole STN
and DRN models are trained jointly. This is to give a better
transfer of STN from the pre-trained model.

The results for distorted HCCR are summarized in Table II,
we can see that the models with STN outperform the models
without STN significantly for both FCN and Residual-19.
The contribution (improvement) caused by STN for FCN is
much more significant compared with Residual-19. This can
be explained by that the deep residual network already have
some ability to deal with the distortion in a certain degree than
traditional neural networks. To give a better illustration, in Fig.
5, we show the transformed characters by the STN model.
It is shown that the STN is very effective for rectifying the
irregular handwritten Chinese character and then improving
the following classification task.

IV. CONCLUSION

In this paper, we present a new HCCR system based on deep
neural networks. Our model is designed to be very deep due to
the residual structure. The proposed system is an end-to-end
model which needs no extra complex preprocesses or extra
domain knowledge in the training process. We use the spatial
transformer network (STN) module to transform the input
handwritten Chinese character images into regular characters,
which is then jointly trained with the deep residual network
(DRN). The experimental results show that: (1) our model
can achieve a new state-of-the-art performance for HCCR,
and (2) the proposed HCCR system is robust to the irregular
handwritten Chinese characters. In future, we will continue to
improve the proposed model from different aspects, such as
using deeper residual models and more powerful transforma-
tion function in STN to get better performance. We will also
try the multi-task framework to deal with the difficulty of STN
training when the model becomes deeper.
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