
  

  

Abstract—This paper presents a real-time detection algorithm 
which detects abandoned objects in embedded Intelligent Video 
Surveillance (IVS) System. This algorithm uses two different 
Gaussian mixture models (GMM) with different learning rates to 
extract the foreground in order to detect the abandoned objects 
and output alarms. Experimental results show the algorithm is 
robust and well-performed in different circumstances. 

I. INTRODUCTION 

 The demand of security protection is rising with the 
economic development. Public area such as airport, bank, 
underground and waiting room can be dangerous. Therefore, 
real-time video surveillance system is needed. Traditional 
video surveillance system can only provide evidences after 
events, but not detect the events in time. The real-time 
abandoned objects detection can inform relative staffs the 
potential dangerous of the suspicious objects. 

 The detection is achieved by three steps: capturing images 
from network cameras, analyzing the images in the servers and 
finally returning the output results. As the development of the 
software and hardware, embedded system shows its 
advantages: it has real-time detection and largely reduces the 
calculation needed in the servers. 

 The current technology can only detect a suspicious object, 
but not classify it is an abandoned object or an object being 
removed.  In addition, the common algorithms have two 
disadvantages: the calculation is so heavy that the algorithm 
must rely on the hardware of servers. The other one is that the 
performance becomes poor if the environment changes such as 
lighting condition, weather, vehicles that stop in the detection 
area. These problems should be solved to reduce the false 
positive detection results. 

II. GMM BACKGROUND 

Each pixel is regarded as an independent variable that has 
distribution P(Xt) on the time axis. Each distribution can be 
expressed as a mixture of K independent Gaussian distribution 
[1]-[2], where K is normal between 3 and 5, as in   
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where ωi,t is the weight of ith distribution and satisfies  
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the ith distribution respectively. η( Xt | μi,t , σ2
i,t ) is the Gaussian 

density function and can be expressed as: 
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where Xt has n degrees of freedom. For gray-scale image, n =1 
and for RGB-scale image, the Gaussian functions are 
independent. The mean and the variant of the Gaussian 
functions can be updated by: 
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where ρ=αη( X t | μi,t , σ2
i,t ) and α is learning rate. If a pixel in 

the current frame does not match any of the Gaussian functions, 
the Gaussian function which cannot be the background and 
with the smallest weight will be re-calculated. Also, the 
weights of all K Guassian functions will be updated. The 
updated weights should be ωi,t=(1-α) ωi,t + αMi,t. If the pixel 
value matches the Guassian functions at time t, Mi,t equals 1. 
Otherwise Mi,t equals 0. 

A.  Updating Bi-model background  

The Bi-model background [3]-[4] is formed from GMMs in 
YUV color-space. YUV color-space is a common method of 
recording images from videos. The method contains 3 values: 
brightness value Y and color values U and V. Using YUV 
color-space can remove shadows to distinguish the foreground 
and the background more efficiently than that using RGB 
color-space.  Moreover, cameras do not have to transform the 
image from RGB to YUV color-space, so that cameras work 
more efficiently.  

First, build two GMM backgrounds with different learning 
rates. They are long-period GMM background and 
short-period GMM background respectively. The short-period 
GMM background MS is built based on the YUV brightness 
value Y. It detects the binary foreground with small noise at 
the background. A long-period GMM background ML is built 
based on the YUV color values U and V. It detects suspicious 
stationary objects. It is independent to the brightness value Y, 
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so that the lighting condition and shadows have little effect on 
the detection. 

B.  Stationary foreground detection 

Two binary foreground images FL and FS are obtained from 
the Bi-model background, by subtracting the GMM 
background images BL and BS and filtering by a threshold value 
in each frame. In detailed, it is shown as follow: 

The long-period GMM background ML is updated by the 
color values U and V. Also the binary foreground is filtered by 
a threshold and recorded as a matrix FL, which has the same 
size as the original image.  
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For the short-period GMM background, a foreground can 
be calculated from the brightness value Y 
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Therefore, the foreground FL indicates moving targets, 

abandoned objects, change in lighting effect and noise. The 
foreground FS indicates moving targets and noise. The 
abandoned objects can be detected by comparing the two 
foregrounds: 
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An example foreground F is shown in Fig. 1: 

 
Input Image         Background image 

 
Short period Background     Long period Background 

Figure 1: Example foreground 

After that, the final foreground F is filtered by median and 
morphological filters to remove noise and interferences. 

As the light may change in the detection area, the 
foregrounds may contain large area of false positive detection. 
The number of binary foreground pixels SumF is counted to 
avoid this problem. If 0<SumF<T1, the foreground is regarded 
as a true positive result but no suspicious object appears in the 
detection area. However, if SumF>T2, the foreground is 
regarded as a false positive result due to the lighting effect. 

Then the GMM models are rebuilt using different thresholds. If 
T1<SumF<T2, there is a suspicious object.  

Once a suspicious object appears in the detection area, a 
timer starts to count the time T(x, y) that the object stays in the 
detection area. If the time reaches a threshold Thmax,y an alarm 
will be triggered. The size, color and location of the object will 
be shown as an output result to relative staffs. 
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where F(x,y) is the binary foreground, threshold Thmax  
depends on the frame rate and the alarm setting. The whole 
detection process is shown in Fig. 2. 

 
Figure 2: Detection process 

III. CLASSIFYING DETECTED OBJECTS 

Due to detecting a stationary object, the system needs to 
confirm whether it is a fake stationary object by detecting the 
contour of the object. The contours in different frames are 
accumulated and recorded in a binary matrix M(i,j). The 
stability score of the contour is then calculated by a mask. The 
smaller the score is, the less stable the contour is. For example, 
if the stability score Vavg=sum(M(i,j)) / S<T , the object is 
considered as a false positive detection. The system then stops 
tracking this object. Where S is the number of non-zero pixels 
in N frames, T is the stability threshold. 

If the object is confirmed as a true positive detection, it 
should be classified into ‘object being removed’ class or 
‘abandoned objects’ class [5]. 

The object is classified by the following steps: 

1) The pixels in the original image with binary foreground 
value equals 1 are filled with color SetValue.  
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2) The filled area Area2 is compared with the original 
detected area Area1. If (Area2-Area1)/Area1 is larger than a 
threshold, the object is an object being removed Si. 
Otherwise, the object is an abandoned object Ai. Some 
detection results are shown in Figure 3. 

 

 

 
Figure 3: Detection Results 

IV. UPDATING AND MATCHING TARGET 

When an object is detected, it can be an object being moved 
from one location to another in the detection area. In other 
words, there is a historical detection of a removed object and a 
new detection of an abandoned object. The two objects are 
obviously the same. 

Therefore, the new detected object contour should be 
compared with the historical removed object contour. By 
matching the shape features and the color histograms [6] 
which are based on U and V values, Euler distance can be 
calculated by the formula (8). 
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The smaller the Euler distance is, the more similar the two 

contours are. Then the normalized correlation of the invariant 
of the matching contours is: 
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The larger the correlation is, the more similar the two 
contours are. Finally, three rules are applied to the detection: 

1. Both areas have color Euler distances that satisfy 
d2<TE1 and D>TD1 

2. Normalized correlation satisfies d2<TE1 and D>TD2  

3. Thresholds satisfy TD2>TD1 and TE1<TE2  

    If the new detected object satisfies the above three rules, it 
is regarded as a false positive detection, and the GMM 
backgrounds are updated. 

V. EMBEDDED SYSTEM PLATFORM 

In this paper, all the algorithms are achieved on network 
cameras. For the hardware, the system uses Haisi Hi3516SOC 
embedded platform, 3516 high resolution 1080P@30fps video 
input and coding system, ARM Cortex A9 Processor with 
dominant frequency 800MHz and hardware process 
accelerator modulus.  

Images are captured on Linux platform and loaded through 
ISP optimization from DMA (DirectMemoryAccess). Then 
SOC hardware is used directly to change the RGB image into 
gray-scale image. 

For the software, we use image preprocessing, background 
modeling and feature extraction algorithm based on OpenCV. 
OpenCV is a multi-platform visual software package 
developed by Intel. The detection of abandoned and removed 
objects algorithm is achieved in the embedded system in the 
cameras. Therefore, no calculation is needed to analysis the 
videos in the servers. Also, the cameras can be installed 
anywhere as many as possible. 

VI. CONCLUSION 

This paper proposes a robust and accurate algorithm to 
detect abandoned objects. Experiments show that the 
algorithm effectively detects abandoned objects and removed 
objects. The basic idea is to build GMM backgrounds with 
different learning rates and extract the foregrounds. Then 
filters are applied to reduce the false positive rate and the final 
results are obtained. The system has its unique advantages: 

1. The algorithm can be run in embedded system. It 
provides real-time detection and reduces the 
calculation needed in the servers. 
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2. The algorithm only needs to detect stationary objects. 
So it can largely reduce the false positive percentage. 

3. The algorithm classifies an object as ‘abandoned 
objects’ or ‘removed object’. 

4. The algorithm can adapt to the environment in 
different lighting effect. 

5. The sensitivity and the time that the objects stay in the 
detection area can be adjusted manually. 
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