
  

 

Abstract—This paper describes the problem that a 

manipulator grasps the planar workpiece with a negative 

pressure suction cup. The grasping point must be determined to 

meet the command of planar grasping criterion to lay the 

foundation of the workpiece placement. The first contribution of 

this paper is the segmentation of the workpiece under industry 

condition with illumination and occlusion in the background. 

The method of iterative graph cuts and relative fuzzy 

connectedness are combined to segment the workpiece. The 

second contribution is the computation of the optimal grasping 

point using point cloud of the workpiece. The point cloud coming 

from the feature points, which are extracted from the structured 

light stripes according to the range of the image segmentation 

and transformed to the coordinates of the base, is used to 

segment the largest plane of the workpiece which is feasible for 

grasping. The normal vector of the planar workpiece are also 

determined. The experiment results show that the algorithm is 

effective and feasible in grasping the planar workpiece. 

I. INTRODUCTION 

Grasping task is of great importance in industry. With an 
accurate grasping point, the workpiece can be carried to the 
destination. In this paper, the grasping point of planar 
workpiece with a large enough flat surface is considered. The 
first step is to segment the workpiece from the complex 
industry environment. The second step is to extract the point 
cloud from the structured light according to the range of the 
segmentation, segment the point cloud of the planar workpiece 
and compute the optimal grasping point for the negative 
suction cup. 

Many grasping research considers the gripper or 
multi-fingered robotic hand as the grasping instrument for 
planar objects. Some authors[1] have studied the good contact 
configuration and grasps for planar, polygonal objects using an 
open chain gripper. This paper[2] describes a  form-closure 
grasping method for circular cross-section object using snake 
robot. The method analyzes whether the object is graspable.  

Segmentation of industry workpiece is challenging because 
of the industrial environment, such as the complicated 
background, the illumination in the background area. Some 
research[3] adopts the single image features, such as edge 
features and range features in industrial part segmentation. 
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Some workpiece segmentation method uses the template 
matching[4]. This paper[5] proposes a partial primitive model 
to locate the workpiece. Additional constraints need to be 
imposed to achieve the desired solution. The Graph Cuts[6] 
segmentation algorithm is suitable for incorporating various 
constraints into the problem. In the field of workpiece 
segmentation, a significant amount of prior knowledge is 
available and can be employed to constrain the solution space 
of the segmentation problem. This paper[7] proposes a novel 
automatic editing method based on graph cuts[8] using both 
the mechanical manufacturing environment’s information and 
the workpiece geometric shape’s information. The priori 
knowledge which is added to the graph cuts can improve the 
segmentation performance, however, it is time-consuming. 
Most prior knowledge[9] is imprecise in nature because of 
light variation and complex environment, which is difficult to 
model. Moreover, it is a great challenge to incorporate the prior 
knowledge into a unified framework. 

Fuzzy connectedness(FC)[10] is an important topological 
theory of image, which reflects the imprecise topological 
structures of images. This algorithm usually computes the 
fuzzy connectedness with regard to the best path between a 
pair of points. This approach suffers from high sensitivity to 
noise. Relative fuzzy connectedness[11] is exploited for image 
segmentation. The FACT[12] is a method more robust to noise. 
This method holds the idea that the cause of the FC’s 
sensitivity to noise is that the information of the path between a 
pair of points is either fully preserved or discarded and this 
contradicts the concept of fuzzy sets. 

In the field of point cloud segmentation, some data 
structures, such as kd-tree[13] and Octree method are used to 
construct the neighborhood relationship among pixels. Region 
growing method is a commonly used segmentation approach. 
Principal component analysis(PCA)[14]has been widely used 
to estimate local saliency features such as normal and 
curvature that are used in region growing. However, the 
sensitivity of PCA to outliers means that it fails to fit the plane 
parameters accurately, thus segmentation results can be 
inaccurate.  

The remaining of this paper is organized as follows. 
Section II gives a description of the dual arm carry-welding 
robot. The graph cuts method is also introduced briefly here. 
Section III proposes the workpiece segmentation method with 
the relative fuzzy connectedness method added to the data term 
of the graph cuts energy. This method can segment the 
workpiece with the illumination background and occlusion in 
the background. In this part, the iterative graph cuts are 
performed to find the best parameter of boundary term. Section 
IV presents the fine grasping point with the segmentation of 
the point cloud of the workpiece. Section V validates our 
algorithm and gives the experiment.  
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II. PROBLEM STATEMENTS 

A. The Overview of the Robot 

The robot is a dual arm robot with one carry arm and one 
welding arm. The carry arm is required to carry the workpiece 
from the starting point to the destination, and the welding arm 
welds the workpieces together. At the end effector of the carry 
arm, there is a negative pressure suction cup(Fig.1). The vision 
system(Fig.1) is composed of one structured light projector 
and one camera at the end of the carry arm.  

 

Figure 1.  The vision system and the negative pressure suction cup 

B. The Graph Cuts Segmentation Method 

The Graph Cuts segmentation algorithm is introduced 
briefly here. The method transforms the image into graph 
(Fig.2), and the theory of graph is applied to minimize the 
energy of graph cuts. Let G=(V, E) be a graph with vertices V 

and edges E. Each edge e E has a non-negative cost
e . 

There are two special vertices called terminals: the source s 
and the sink t. A cut C E  is a subset of edges, such that if C 

is removed from G, then V is partitioned into two disjoint sets S 
and T. The cost of the cut C is the sum of its edge weights. The 
minimum cut is the cut with smallest cost. The max-flow or 
min-cut algorithm can be used to find the minimum cut in 
polynomial time. The max-flow algorithm is used as it is linear 
in time performance. Graph Cuts provides a globally optimal 
solution when the boundary term Vpq is a sub-modular 
function[15]. 

S

T

 

Figure 2.  The graph cuts method 

Segmentation of an object from its background is a binary 
labeling problem. Each pixel in the image is set to be a label 
from the label set L={0, 1}, where 0 and 1 stand for the 
background and the object respectively. 

Let P be the set of all pixels in the image, and Let N be the 
standard 4 or 8-connected neighborhood system of P, 

consisting of ordered pixel pairs (p, q). Let 
pf L  be the label 

assigned to pixel p, and { | }pf f p P  be the collection of all 

label assignments. The energy function commonly used for 
segmentation is as follows: 
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Where, the first term is the data term, which measures how 
well pixels fit into the object or background. It is the penalty 
for assigning label fp to pixel p. In this paper, this term is the 
fuzzy connectedness for every pixel as the prior knowledge. 
The second term is called the boundary term, which is the 
penalty for assigning labels fp and fq to neighboring pixels. A 

segmentation boundary occurs when two neighboring pixels 
are assigned different labels. 

III. THE ITERATIVE FUZZY GRAPH CUTS SEGMENTATION 

 The workpiece image is to be segmented as the foreground 
and background. Images produced by any image device are 
inherently fuzzy. The fuzziness comes from many aspects. The 
resolution limitations introduces blur. The illumination also 
causes noise and intensity variation, especially the 
heterogeneity of the intensity of the objects and the 
background. In our segmentation method, the relative fuzzy 
connectedness[11] constraints of the objects as the prior 
knowledge are added to the data term in the graph cuts energy 
function. In the relative fuzzy connectedness framework, an 
image pixel is considered to belong to that region which has a 
higher strength of connectedness.  

A.  Relative Fuzzy Connectedness Constraints 

The relative fuzzy connectedness represents the similarity 
of intensity value and the spatial connectivity to a known seed 
region. In particular, we focus on prior knowledge about the 
object’s intensity value and spatial connectivity to the 
foreground seed region and the background seed region 
respectively. Eq.2 is the data term with the parameter  . The 

first term represents every pixel’s connectivity to the 
background seed region, and the second term is every pixel’s 
connectivity to the target workpiece seed region. If a pixel is 
spatially connected to the seed region through a path of pixels 
where each pixel’s intensity is close to that of the seed region, 
then it is set to be a higher connectedness. 
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    Let R be the seed region of the object Oz, and we define 

( )zO i [10]as the fuzzy set representing a fuzzy connected 

component of the object Oz as shown below: 

1

( ) max min[ ( , 1)]z z

i R
i

O O

p P j neighbor

i j j 
  

 
  

 

                 (3) 

Where,  pi is any path of pixels connecting R to pixel i, PR is the 
set of all possible paths connecting R to pixel i, and 

( , 1)zO j j   is the local fuzzy relation representing the 

affinity between two consecutive pixels j and j+1 on the path pi 
consisting of neighbori pixels. Normally, neighbori are the 
four-connected pixels or eight-connected pixels. Eq.3 shows 
the degree to which two spatially adjacent pixels p and q in the 
image space belong to the same object. A general form of the 
fuzzy affinity relation proposed by Udupa[10] et al. is given 
by: 
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where ( , ) 1zO p q  when p and q are spatially adjacent in the 

image space, and ( , ) 0zO p q  otherwise. The term 

( , )zO p q measures the degree to which two pixels p
 
and q 

belong to the same object taking account of their intensity 
value.  In this paper, we define this term as 
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Where I(p) and I(q) are intensity value of pixel p and q 
respectively. This term is the homogeneity term that measures 
the degree to which the feature homogeneity between the 
pixels p and q agrees with that of the object. 

Because of the illumination, there are high connectivities 
between some background pixels and the foreground. Thus, 
we set the threshold for ( , )zO p q  to distinguish the 

connectivity. If this connectivity is larger than the threshold, it 
is a valid data; otherwise, it is set to 0. 

B. Boundary Term of Graph Cuts 

The second term in Eq.1 is the boundary term. We model 

this using a Generalized Potts Model[16]. 
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Where, I(p) and I(q) are the intensity values of pixel p
 
and q, 

and  is the variance of the image. K is the Potts parameter 

which is determined iteratively.  

C. The Initialization and the Iterative Segmentation  

The initialization of segmentation is an arbitrary polygon 
surrounding the object. 

The segmentation label is denoted as 0 or 1. The 
foreground is set to 1. The error rate is the ratio between the 
number of different labels and the sum of labels in manual 
segmentation. The error rate of segmentation is  
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Where segi  is the i th label of segmentation, and Mi  is i th 
label of manual segmentation.  

The iterative segmentation is used to find the best boundary 
parameter K to get the optimal final segmentation. The 
parameter K is an essential part of the algorithm, however, it is 
difficult to determine this parameter. The iteration would not 
stop until the error rate between the manual segmentation and 
the segmentation is within a threshold. In the next iteration, the 
segmentation result is as the range of the point cloud.  

IV. THE OPTIMAL GRASPING POINT 

According to the pixel segmentation results, the edge of the 
workpiece is determined. The structured light system is used to 
acquire the point cloud of the workpiece according to the range 
of the segmentation and the plane of the workpiece is 
segmented by the region growing method. The optimal 
grasping point is computed on the largest plane, and the normal 
vector for grasping is also determined. 

A. The acquisition of the point cloud 

The vision system is composed of a structured light 
projector and an industry camera. The scheme of getting the 
point cloud is as follows: 

 The calibration of the structured light plane. 

Transform the pixel (ui, vi),i=1,2,3 of the image plane to the 

coordinates (xci, yci, zci) of the camera plane. R13、R23、R33 are 

the parameters for the rotation matrix of camera’s the external 

matrix, and T1、T2、T3 are the parameters for the translation 

matrix. According to the property of orthogonality for the 
rotation matrix, we get 
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The internal parameter of the camera[17] is  
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The  relationship between the coordinates in the camera 
plane[17] is  

0

0

*( - ) /

*( - ) /

c c x

c c y

x z u u k

y z v v k






                              (10) 

Suppose that 
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Suppose that the structured plane is 

* * * =c c ca x b y c z d                            (12) 

Then the normal vector for the plane is  

12 12 12 13 13 13( , , ) ( , , ) ( , , )a b c r s t r s t  n            (13) 

From (xci, yci, zci), the parameter d is determined. For any 
pixel (u,v), the deep information in the camera coordinates is  
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From Eq.(10), (xc, yc, zc) is calculated. 

 The feature points extraction of the workpiece on the 
stripe of the structured light according to the segmentation 
results of the image. The main steps are the raw stripe 
extraction according to the RGB feature of the stripe, the 
stripe thinning[18], noise deletion, stripe fitting and feature 
points extraction. 

 Hand-eye calibration[17]. 

 Transform the feature points in the camera coordinates 
(xc, yc, zc) into the base coordinates (xw, yw, zw), which form 
the point cloud of the workpiece. 

B. The plane segmentation 

Our segmentation method uses the region growing method. 
The aim of region growing method is to build the plane 
containing as many points as possible, starting from the seed 
point. Our segmentation method using the structured light 
point cloud saves a lot of computation compared to the 
scattered point data. 

In the structured light system, every point in a structured 
light stripe belongs to the same plane[19], thus if one point is 
on a plane, the whole line points are on the same plane. This is 



  

computationally efficient. However, there still exists some 
noise of feature points. The steps are as follows: 

S1:Get rid of the wrong data of every structured light stripe. If 
one point is far from the stripe(larger than the threshold), it is 
the wrong data. 

S2:Choose the center point of the point cloud as the seed point, 
and calculate the nearest M points; 

S3:Calculate the local normal vector;  

S4:Compute the local plane of these (M+1) points; 

S5:Calculate the local normal vector of all other points. Decide 
the number of different local normal vectors. Different local 
normal vectors form different local planes. Suppose there are T 
planes. 

S6:Take the first plane fitting as an example. The lines 
consisting of these (M+1) points are also on the plane. For 
other points, calculate the distance dpi between the point and 
the local plane, if dpi

 
<th (th is the threshold), the point is also 

on the plane. 

S7:For the other (T-1) planes, repeat the above step. 

S8:For the remaining points, some may form a plane parallel to 
one of the T planes. Thus, repeat the steps from S2 to S6. 

S9:The error is the sum of the Euclidean distance between all 
points and the plane they belong to. 

C. The optimal grasping point for planar workpiece 

The grasping criterion for planar workpiece is as follows: 

 The distance between the optimal grasping point and 
the initial point is in a range to ensure the stability of 
the grasping. 

 The distance between the optimal grasping point and 
the nearest boundary point is bigger than the internal    
radius of the negative pressure suction cup.  

The algorithm for optimal grasping point is in Algorithm 1. 

Algorithm 1: the optimal grasping point for planar workpiece 

1. Compute the plane with the maximum number of point cloud; 

2. Get the boundary of the plane’s point cloud IB. Project the 

point cloud onto the two dimension image, and the boundary 

pixels are easy to get. Then the boundary points of the plane 
are the points corresponding to the boundary pixels. 

3. The initialization of the grasping point C0
 
is the plane’s point 

corresponding to the center pixel of the image. 
4. calculate  

0 1 2 0( , , , )=log( ( , )) / log( ( , )) 1,2,...,i B i B iP c c I c I c c i N    ，

 where, 

            N is the number of the point cloud of the plane; 
           C0 is the initial grasping point of the point cloud on the plane; 

           Ci is the i th point cloud of the plane; 

           
1( , )i Bc I  is the minimum Euclidean distance between the    

i th point cloud and the  boundary pixel IB. If this term is bigger, 
the probability of the optimal grasping point of the i th point 

cloud is bigger; 

          
2 0( , )ic c  is the minimum Euclidean distance between the   

i th point cloud and the initial grasping point C0. If this term is 

smaller, the probability of the optimal grasping point of the i th 

point cloud is bigger; 

             is the self-adaptive parameter, which penalizes the points 

that are too near to the initial grasping point, and the initial 
grasping point is near to the boundary. 

0* ( , )id c c   

Where  
  is the parameter; 

0( , )id c c  is the shortest Euclidean distance from the initial 

grasping point to the boundary. 

5. choose five point cloud which makes 0( , , , )i BP c c I   the five 

biggest ones. The five points are the candidate grasping 

points. 

6. Among the five candidate points, the optimal grasping point is 
the one which makes the minimum boundary distance the 

biggest, that is  
                               

1arg max(min( ( , )))fi Bc c I  

V. EXPERIMENTS 

It is a great challenge for image segmentation with 

complicated background. In this paper, we propose an 

iterative graph cuts based fuzzy connectedness workpiece 

segmentation method for improving the segmentation 

performance for the illumination and occlusion in the 

background. The point cloud of the workpiece is used to 

construct the planes and find the optimal grasping point for 

planar workpiece. We demonstrate the effectiveness of the 

proposed method on workpiece image segmentation and 

optimal grasping point determination.  

A. The segmentation of the workpiece 

The segmentation results of workpiece are in Fig. 3. The 
initialization is an arbitrary polygon around the goal workpiece. 
The connectedness within the threshold with the foreground 
seed region and background seed region of every pixel is 
constructed as the data term for Graph Cuts. Our method can 
segment workpiece under uneven illumination(Fig.3(I)). 
What’s more, when there are several workpieces in the image 
separately, the target workpiece can be segmented 
totally(Fig.3(II)). The basic graph cuts[8] and the convexity 
shape prior segmentation[9] are the comparisons with our 
workpiece segmentation method. The former one cannot 
segment the workpiece especially there are reflection in the 
background. When there are other objects apart from the target 
workpiece in the image, the basic graph cuts segments all the 
objects. The latter one can give rough workpiece segmentation 
results under the conditions mentioned above, however, the 
results cannot meet the demand of robot grasping. 

Table I is the error rate analysis. Our method can conquer 
the effect of shadow and reflection in the background, and 
segment the target workpiece completely. The error comes 
from the shadow of the workpiece’s boundary, which even 
cannot be distinguished by humans. However, the basic graph 
cuts, which is based on intensity value, cannot segment the 
workpiece properly. The error of convexity shape prior 
workpiece segmentation method is a little bit higher than that 
of our method. 

TABLE I.  THE ERROR RATE OF SEGMENTATION RESULTS 

workpiece Our method 
The basic 

graph cuts 

The 

Convexity 

Shape Prior 

mul01 8.39% 16.45% 35.04% 

rec_complex01 1.24% 51.28% 8.15% 



  

       
  (a)original workpiece    (b)initialization     (c)our method   (d)the boundary of our method  (e) basic graph cuts        (f)                             (g)  

(f)initialization of  the convexity shape prior     (g)the segmentation of the convexity shape prior 

 (I)Segmentation results for workpiece mul01 with background illumination 

                

(a)original workpiece    (b)initialization     (c)our method   (d)the boundary of our method  (e) basic graph cuts         (f)                             (g)  

(f)initialization of  the convexity shape prior     (g)the segmentation of the convexity shape prior 

 (II)Segmentation results for target workpiece rec_complex01 in complex background with other workpieces apart 

Figure 3. The segmentation of our method, the basic graph cut and the convexity shape prior segmentation

B. The grasping of the planar workpiece 

Fig.4 shows the results of the feature points extracted from 

the structured light stripe. Fig.5 is the point cloud of the 

workpiece. As can be seen from Fig. 5, there are two planes in 

the point cloud ignoring the holes because they have no 

impact on the grasping. Plane segmentation is conducted in 

Fig.6 I(a)(b)(c). Grasping points are chosen from the largest 

plane. Fig.6 I(d) is the initial grasping point on the largest     

plane; Fig.6 I(e) is the candidates points; In Fig.6 I(f) , the blue 

hexagram is the optimal grasping points for the planar 

workpiece. Fig.6 II(a)(b) show the point cloud of workpiece 

with complex boundary and its grasping points respectively. 

Table II is the results for the planar workpieces’ plane 

fitting and the normal vector for grasping. The error of plane 

fitting is within the range. Fig.7 shows the successful grasping 

experiments for planar workpieces with the manipulator. 

 

(a)ROI  (b) all the structured light stripes  (c) the green line and the blue line are the stripes on plane I and II respectively (d) feature points on workpiece’s ROI 

Figure 4. The feature points extraction of structured light stripes 

                                                   

(a) the  point cloud                                                   (b)the two point cloud planes 

Figure 5. The point cloud of the workpiece 

                    

        (a)                                  (b)                                    (c)                            (d)                                (e)                          (f) 

(a)the plane with maximum number of points         (b)the other plane                (c) the image segmentation on the original point cloud 

(d)the initial grasping point                              (e)the candidate points              (f) the optimal grasping point(blue hexagram) 

 (I)the point cloud segmentation and the optimal grasping point for the workpiece mul01 with two planes 



  

                             

(a)the point cloud               (b)the initial grasping point(green), the candidate points(blue), and the optimal one(blue hexagram) 

(II)the optimal grasping point for workpiece bridge01 with complicated boundary 

Figure 6. The segmentation of the point cloud and the grasping point of the workpiece 

TABLE II.  PLANE FITTING AND THE NORMAL VECTOR FOR GRASPING  

Plane Plane Function The Normal Vector for Grasping The Plane Fitting Error 

mul01: 

The red plane 

The blue plane 

1.2x+2.58y-z+3.42=0 
[0.5735,0.5850,-0.5735] 

1.25 

1.2x+2.5y-1.02z+8.4=0 0.39 

bridge01 x+1.02y-z+3.02=0 [0.3979,0.8554,-0.3316] 0.53 

 

Figure 7. The robot grasping experiments 

VI. CONCLUSION 

Grasping workpiece in industry is an important task. Our 

method combines the planar workpiece’s image and its point 

cloud to compute the optimal grasping point for negative 

pressure suction cup to lay the foundation for workpiece’s 

placement. The first step is to segment the workpiece, and the 

second step is to compute the grasping point in the point cloud. 

Industry workpiece’s image has poor contrast at boundaries, 

uneven illumination and occlusion in the background. Its 

segmentation is a great challenge. In this paper, we propose an 

iterative graph cuts based fuzzy connectedness workpiece 

segmentation method for improving the segmentation 

performance in industry environment. The initialization of our 

method is an arbitrary polygon containing the object. The 

point cloud of the workpiece is used to segment the plane, 

compute the optimal grasping point and the normal vector of 

the planar workpiece. Finally, we demonstrate the 

effectiveness of the proposed method on planar workpiece 

images and compare our segmentation results with that of the 

basic graph cuts and the convexity shape prior. The 

manipulator can perform stable grasps of the planar 

workpieces. 
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