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Data-Based Adaptive Critic Designs for Nonlinear
Robust Optimal Control With Uncertain Dynamics
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Abstract—In this paper, the infinite-horizon robust optimal
control problem for a class of continuous-time uncertain non-
linear systems is investigated by using data-based adaptive critic
designs. The neural network identification scheme is combined
with the traditional adaptive critic technique, in order to design
the nonlinear robust optimal control under uncertain environ-
ment. First, the robust optimal controller of the original uncertain
system with a specified cost function is established by adding a
feedback gain to the optimal controller of the nominal system.
Then, a neural network identifier is employed to reconstruct the
unknown dynamics of the nominal system with stability analysis.
Hence, the data-based adaptive critic designs can be developed
to solve the Hamilton–Jacobi–Bellman equation corresponding to
the transformed optimal control problem. The uniform ultimate
boundedness of the closed-loop system is also proved by using
the Lyapunov approach. Finally, two simulation examples are
presented to illustrate the effectiveness of the developed control
strategy.

Index Terms—Adaptive critic designs, adaptive dynamic pro-
gramming, intelligent control, neural networks, policy iteration,
robust optimal control, system identification, uncertain nonlinear
systems.

I. INTRODUCTION

MODEL uncertainties arise frequently in practical control
systems, such as mechanical systems, transportation

systems, and power systems and can severely degrade the
closed-loop system performance. Therefore, the problem of
designing robust controllers for nonlinear systems with uncer-
tainties has drawn considerable attention in the literature for
many years [1]–[6]. Although various direct robust control
approaches have been proposed previously, the relationship
between robust control and optimal control has been stud-
ied recently to derive new robust control methods [4]–[6].
Lin et al. [4] showed that the robust control problem could
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be solved by studying the optimal control of correspond-
ing nominal system, but detailed procedures were not given.
Lin and Brandt [5] presented an optimal control approach
to achieve robust control of robot manipulators. The nomi-
nal part of the controlled system was linear and hence, the
optimal controller could be obtained by solving an algebraic
Riccati equation. Since many practical systems possess non-
linearity and uncertainty, it is necessary to study the robust
control problem when the nominal parts are nonlinear sys-
tems. Wang et al. [6] developed a novel iterative algorithm for
online design of robust control for a class of continuous-time
nonlinear systems. This was a meaningful result which used
the advanced computational intelligence technique to deal with
the traditional nonlinear robust control problem. However, the
optimality of the robust controller with respect to a speci-
fied cost function was not discussed, not to mention that the
dynamics of the nominal system were assumed to be known.
This restricts its application to some extent and also motivates
our research.

The basic idea of the design strategy in this paper
comes from neural-network-based optimal control, or neuro-
optimal control. As is known, dealing with the nonlin-
ear optimal control problem always requires solving the
Hamilton–Jacobi–Bellman (HJB) equation. Although dynamic
programming is a conventional method in solving optimiza-
tion and optimal control problems, it often suffers from the
curse of dimensionality. To avoid the difficulty, based on
function approximators, such as neural networks, adaptive or
approximate dynamic programming (ADP) was proposed by
Werbos [7] as a method to solve optimal control problems
forward-in-time. Recently, research on ADP and related fields
has gained much attention from various scholars [6], [8]–[50].
The comprehensive research progress and prospects of ADP
for optimal control can be found in [8] and [9]. Remarkably,
more and more researchers have pointed out that ADP is a bio-
logically inspired and computational method to construct truly
brain-like systems in the field of computational intelligence
and intelligent control [7], [8], [10], [20], [33], [45].

Reinforcement learning is a class of approaches used
in the field of machine learning to derive the optimal
action of an agent based on responses from its environ-
ment. Lewis and Vrabie [10] stated that the ADP technique
was closely related to reinforcement learning and that pol-
icy iteration was one of the basic algorithms of reinforcement
learning. In addition, the information of system dynamics is
necessarily required when the traditional policy iteration algo-
rithm is employed. Vamvoudakis and Lewis [13] discussed

2168-2216 c© 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

mailto:ding.wang@ia.ac.cn
mailto:zhangqichao2014@ia.ac.cn
mailto:dongbin.zhao@ia.ac.cn
mailto:derong@ustb.edu.cn
http://ieeexplore.ieee.org
http://www.ieee.org/publications_standards/publications/rights/index.html


WANG et al.: DATA-BASED ADAPTIVE CRITIC DESIGNS FOR NONLINEAR ROBUST OPTIMAL CONTROL WITH UNCERTAIN DYNAMICS 1545

an online algorithm based on policy iteration for learning the
continuous-time optimal control solution with infinite hori-
zon cost for nonlinear systems with known dynamics. They
presented an online adaptive algorithm which involved simul-
taneous tuning for both actor and critic neural networks.
Modares et al. [15] proposed an online learning algorithm,
based on the policy iteration technique, to find the optimal
control solution for continuous-time systems subject to input
constraints. However, for many complex systems, it is dif-
ficult to acquire accurate models of controlled plants. Then,
Modares et al. [16] presented an online policy iteration algo-
rithm to learn the continuous-time optimal control solution
for unknown constrained-input systems. Unlike existing results
which require complete or at least partial knowledge about
the system dynamics, the proposed method does not need
any knowledge about the system dynamics. Liu et al. [27]
developed an online synchronous approximate optimal learn-
ing algorithm based on policy iteration to solve a multiplayer
nonzero-sum game without requiring exact knowledge of
dynamic systems. Besides, Luo et al. [32] addressed the
model-free nonlinear optimal control problem based on data
by introducing the reinforcement learning technique. They
proposed a data-based approximate policy iteration method
by using real system data rather than a system model.
However, system uncertainties are not considered in most
works. Recently, Jiang and Jiang [35] studied the robust opti-
mal control design for a class of uncertain nonlinear systems
from a perspective of robust ADP. It is an important work
of integrating tools from nonlinear control with the idea of
ADP, which not only stabilizes the original uncertain sys-
tem, but also achieves optimality in the absence of dynamic
uncertainty. Note that the optimization issue related to the
original uncertain system is not included. In many situations,
it is necessary to define suitable cost functions correspond-
ing to nonlinear systems with uncertainties and discuss the
optimality. Note that though the robust optimal control of non-
linear systems has been studied in [37], it is reconsidered in
this paper from the following two aspects. On one hand, the
dynamics of nominal system is not required by constructing
a neural network identifier. On the other hand, the model-free
policy iteration algorithm is presented to solve the transformed
optimal control problem with stability analysis different from
that of [37]. Overall, to the best of our knowledge, there are no
results on robust optimal control of uncertain nonlinear sys-
tems through data-based adaptive critic designs method. This
is the motivation of this paper.

Actually, in this paper, it is the first time that the robust opti-
mal control scheme for a class of uncertain nonlinear systems
via data-based adaptive critic learning technique is established.
First, the optimal controller of the nominal system is designed.
It can be proved that the modification of the optimal control
law is in fact the robust controller of the original uncertain sys-
tem, which also achieves optimality under the definition of a
cost function. Then, a data-based ADP technique, which relies
on two neural networks, namely, a model network and a critic
network, is developed to solve the transformed optimal control
problem. The uniform ultimate boundedness of the closed-loop
system is also proved via the well-known Lyapunov approach.

At last, two simulation examples are given to show the effec-
tiveness of the robust optimal control scheme. It is found that
the developed approach not only extends the application scope
of ADP to nonlinear optimal control design under uncertain
environment, but also provides a novel robust optimal control
method for uncertain nonlinear systems. The significance lies
in the fact that it employs the idea of computational intel-
ligence to construct and design self-learning and intelligent
control systems.

The rest of this paper is organized as follows. In Section II,
the robust control design of uncertain nonlinear system is
stated with some backgrounds of nonlinear optimal control
design. In Section III, the robust optimal control method of
uncertain nonlinear system is provided with theoretical proof.
In Section IV, the optimal control implementation via data-
based adaptive critic learning approach is developed with
stability analysis, by using neural network and policy iteration
techniques. In Section V, two numerical examples are given
to demonstrate the effectiveness of the established approach.
In Section VI, concluding remarks and discussion on future
work are presented.

II. PROBLEM STATEMENT AND PRELIMINARIES

In this paper, we study a class of continuous-time uncertain
nonlinear systems described by

ẋ(t) = f (x(t)) + g(x(t))
(
ū(t) + d̄(x(t))

)
(1)

where x(t) ∈ R
n is the state vector, ū(t) ∈ R

m is the con-
trol vector, f (·) and g(·) are differentiable in their arguments
with f (0) = 0, and d̄(x) ∈ R

m is the unknown nonlinear per-
turbation. We let x(0) = x0 be the initial state and assume
d̄(0) = 0 ensuring that x = 0 is an equilibrium of (1).
Similar to many other literature, for the corresponding nominal
system

ẋ(t) = f (x(t)) + g(x(t))u(t) (2)

we also assume that f + gu is Lipschitz continuous on a set
� in R

n containing the origin and that (2) is controllable.
For designing the robust optimal control of (1), we should

find a feedback control law ū(x), such that the closed-loop
system is globally asymptotically stable for all uncertainties
d̄(x) and the optimality related to a specified cost function is
attained. Next, we will show that it can be transformed into
solving the optimal control problem for the nominal system
with an appropriate cost function.

Let R ∈ R
m×m be a symmetric positive definite matrix. We

denote d(x) = R1/2d̄(x) with d(x) ∈ R
m bounded by a known

function dM(x), i.e., ‖d(x)‖ ≤ dM(x) with dM(0) = 0. For (2),
for the purpose of solving the infinite horizon optimal control
problem, we should derive the control law u(x) that minimizes
the cost function

J(x0) =
∫ ∞

0

{
d2

M(x(τ )) + uT(x(τ ))Ru(x(τ ))
}
dτ. (3)

According to the classical optimal control theory, the feed-
back control must not only stabilize the controlled system
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on �, but also guarantee that the cost function (3) is finite
(i.e., the designed control law must be admissible). The defini-
tion of admissible control can be found in [12], [13], and [26].

Let �(�) be the set of admissible controls on �. For any
admissible control law u ∈ �(�), if the associated cost func-
tion (3) is continuously differentiable, its infinitesimal version
is the nonlinear Lyapunov equation

0 = d2
M(x) + uT(x)Ru(x) + (∇J(x))T( f (x) + g(x)u(x)) (4)

with J(0) = 0. In (4), the symbol ∇(·) � ∂(·)/∂x is the
notation of the gradient operator, for example, ∇J(x) =
∂J(x)/∂x.

Define the Hamiltonian of (2) as

H(x, u,∇J(x)) = d2
M(x) + uT(x)Ru(x)

+ (∇J(x))T( f (x) + g(x)u(x)). (5)

The optimal cost function of (2) is formulated as

J∗(x0) = min
u∈�(�)

∫ ∞

0

{
d2

M(x(τ )) + uT(x(τ ))Ru(x(τ ))
}

dτ.

In view of optimal control theory, the optimal cost function
J∗(x) satisfies the HJB equation

0 = min
u∈�(�)

H
(
x, u,∇J∗(x)

)
. (6)

Assume that the minimum on the right-hand side of (6) exists
and is unique. Then, the optimal control law is

u∗(x) = −1

2
R−1gT(x)∇J∗(x). (7)

Based on (5) and (7), the HJB equation (6) of (2)
becomes

0 = d2
M(x) + (∇J∗(x))Tf (x)

− 1

4

(∇J∗(x)
)T

g(x)R−1gT(x)∇J∗(x) (8)

with J∗(0) = 0. In the following, we will discuss how the
optimal control problem of nominal system (2) is linked with
the robust optimal control of original uncertain system (1).

III. ROBUST OPTIMAL CONTROL METHODOLOGY

OF UNCERTAIN NONLINEAR SYSTEMS

In this section, we first develop a robust control law for the
original uncertain system (1) and then show that the robust
control law possesses the property of optimality under a spec-
ified cost function. Some results of [37] will be used to build
the theoretical basis of the nonlinear robust optimal control
methodology, which is necessary and helpful to the develop-
ment of data-based robust optimal control strategy in the next
section.

To establish the robust stabilizing control strategy of (1), we
modify the optimal control law (7) of (2) by adding a feedback
gain π , that is

ū(x) = πu∗(x) = −1

2
πR−1gT(x)∇J∗(x). (9)

Considering (8) and (9), the derivative of L1(t) = J∗(x(t))
along the trajectory of the closed-loop system can be formu-
lated as

L̇1(t) = (∇J∗(x)
)T

( f (x) + g(x)ū(x))

= −d2
M(x) − 1

2

(
π − 1

2

)∥∥∥R−1/2gT(x)∇J∗(x)
∥∥∥

2
.

Clearly, L̇1(t) < 0 whenever π ≥ 1/2 and x 
= 0.
Hence, for (2), the feedback control given by (9) ensures
that the closed-loop system is asymptotically stable for all
π ≥ 1/2.

Lemma 1 [37]: For (1), there exists a positive number π∗
1 ≥

1, such that for any π > π∗
1 , the feedback control developed

by (9) ensures that the closed-loop system is asymptotically
stable.

The proof of Lemma 1 is provided in [37]. According to
Lemma 1, ū(x) with π > π∗

1 ≥ 1 is a robust control law of
the original system (1). Next, we show that it also holds the
property of optimality. To this end, we have to define a cost
function related to the original system (1). Consider

J̄(x0) =
∫ ∞

0

{
Q(x(τ )) + 1

π
ūT(x(τ ))Rū(x(τ ))

}
dτ (10)

where

Q(x) = d2
M(x) − (∇J∗(x)

)T
g(x)d̄(x)

+ 1

4
(π − 1)

(∇J∗(x)
)T

g(x)R−1gT(x)∇J∗(x). (11)

By adding and subtracting (1/(π − 1))dT(x)d(x) to (11) and
noticing the fact that dT(x)d(x) ≤ d2

M(x), we can easily
find that

Q(x) ≥ d2
M(x) − 1

π − 1
dT(x)d(x)

≥ π − 2

π − 1
d2

M(x).

Clearly, there exists a positive number π∗
2 ≥ 2, such that for

all π > π∗
2 , Q(x) is a positive definite function. Hence, it is

important to derive that the definition of new utility function,
i.e., Q(x)+(1/π)ūTRū, corresponding to the original uncertain
system (1) is reasonable. Then, we obtain the main theorem
of this section.

Theorem 1: Consider (1) with infinite-horizon cost func-
tion (10). There exists a positive number π∗ such that for
any π > π∗, the feedback control law obtained by (9) is
an asymptotically stabilizing solution of the designed optimal
control problem.

Proof: The Hamiltonian of (1) with cost function (10) is

H̄
(
x, ū,∇ J̄(x)

) = Q(x) + 1

π
ūT(x)Rū(x)

+ (∇ J̄(x)
)T(

f (x) + g(x)
(
ū(x) + d̄(x)

))

where π > π∗
2 ≥ 2. Using (8), (9), and (11), we can derive

that

H̄
(
x, ū,∇ J̄(x)

) = (∇ J̄(x) − ∇J∗(x)
)T

× (
f (x) + g(x)

(
ū(x) + d̄(x)

))
.
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By replacing J̄(x) with J∗(x), we obtain H̄(x, ū,∇J∗(x)) = 0.
This shows that J∗(x) is a solution to the HJB equation of (1).
Correspondingly, the optimal control law of (1) is πu∗. Then,
we say that the control law (9) achieves optimality with cost
function (10). Overall, there exists a positive number π∗ �
max{π∗

1 , π∗
2 } such that for any π > π∗, the control law (9)

is an asymptotically stabilizing solution to the corresponding
optimal control problem. This completes the proof.

Remark 1: Based on Theorem 1, there exists a π > π∗
such that the control law (9) can not only stabilize (1), but
also achieve optimality with the defined cost function (10).
Moreover, we find that the function J̄(x) relies on the
choice of feedback gain π . When π varies, the cost func-
tion J̄(x) varies, and then the optimal control of (1) also
varies. However, the form of the optimal control is fixed,
i.e., πu∗.

According to Theorem 1, in order to design the robust
optimal control of (1), we should put emphasis upon solv-
ing the optimal control problem of nominal system (2).
As we observe from the previous parts, the ADP method
is effective to solve the nonlinear optimization and opti-
mal control problems. Then, in the following, we will
provide a neural-network-based data-driven optimal control
approach for (2) and prove the stability of the closed-loop
system.

IV. OPTIMAL CONTROL IMPLEMENTATION VIA

DATA-BASED ADAPTIVE CRITIC DESIGNS

In this section, we present the optimal control imple-
mentation via data-based adaptive critic designs. A neural
network identifier is constructed and trained to learn the sys-
tem dynamics. Then, a model-free policy iteration algorithm
for the transformed optimal control problem is developed and
implemented by building a critic neural network. Stability
analysis of the closed-loop system is provided in detail
as well.

A. Neural Network Identification

In this paper, we assume that the internal and drift dynamics
of (2) are unknown. A three-layer neural network identi-
fier is used to reconstruct the unknown dynamics by using
input–output data. Let the number of hidden layer neurons be
denoted by lm. The corresponding nominal system (2) based
on neural network can be represented as

ẋ = Ax + ωT
mσm

(
νT

mz
)

+ εm. (12)

Let z̄ = νT
mz, where z̄ ∈ R

lm . In (12), A is a designed stable
matrix, z = [xT, uT]T ∈ R

n+m is the neural network input
vector, νm ∈ R

(n+m)×lm is the ideal weight matrix between
input layer and hidden layer, ωm ∈ R

lm×n is the ideal weight
matrix between hidden layer and output layer, εm ∈ R

n is
the functional approximation error, and σm(·) ∈ R

lm is the
activation function selected as a monotonically increasing one,
such as σm(·) = tanh(·). Similar to [27], [49], and [50], for

any y1, y2 ∈ R (y1 ≥ y2), there exists a constant λ0 (λ0 > 0),
such that

σm(y1) − σm(y2) ≤ λ0(y1 − y2). (13)

During system identification, let the weight matrix between
input layer and hidden layer be constant while only tuning the
weight matrix between hidden layer and output layer. Hence,
the output of neural network identifier can be presented as

˙̂x = Ax̂ + ω̂T
m(t)σm

(
ẑ
)

where ω̂m(t) is the current estimated matrix of the ideal weight
matrix ωm at time t, x̂ is the estimated system state, and ẑ =
νT

m[x̂T, uT]T. Then, the dynamics of the identification error can
be obtained by

˙̃x = Ax̃ + ω̃T
m(t)σm

(
ẑ
)+ ωT

m

(
σm(z̄) − σm

(
ẑ
))+ εm (14)

where ω̃m = ωm − ω̂m is the weight estimation error of
the identifier and x̃ = x − x̂ is the system identification
error.

Here, we provide the following two assumptions, which are
commonly used in papers such as [27], [49], and [50].

Assumption 1: The ideal neural network weight matrices
are bounded by two positive constants, i.e., ‖ωm‖ ≤ λωm and
‖νm‖ ≤ λνm .

Assumption 2: The functional approximation error εm is
upper bounded by a function of identification error, such that
εT

mεm ≤ λεm x̃Tx̃, where λεm is a positive constant.
The stability of identification error dynamics is proved in

the following theorem.
Theorem 2: Suppose that Assumptions 1 and 2 are satisfied.

The identification error x̃ is asymptotically stable, if the weight
matrix of the neural network identifier is updated by

˙̂ωm = �mσm
(
ẑ
)
x̃T (15)

where �m ∈ R
lm×lm is a symmetric positive definite matrix of

learning rates.
Proof: Choose the following Lyapunov function:

L2(t) = 1

2
x̃Tx̃ + 1

2
tr
(
ω̃T

m�−1
m ω̃m

)
.

We take the derivative of L2(t) along the trajectory generated
by the identification error (14) as

L̇2(t) = x̃T ˙̃x + tr
(
ω̃T

m�−1
m

˙̃ωm

)
.

Based on (14) and (15), we have

L̇2(t) = x̃TAx̃ + x̃TωT
m

(
σm(z̄) − σm

(
ẑ
))+ x̃Tεm. (16)

According to (13) and Assumption 1, we can obtain

x̃TωT
m

(
σm(z̄) − σm

(
ẑ
)) ≤ 1

2
x̃TωT

mωmx̃ + 1

2

(
σm(z̄) − σm

(
ẑ
))T

× (
σm(z̄) − σm

(
ẑ
))

≤ 1

2
x̃TωT

mωmx̃ + 1

2
λ2

0‖z̄ − ẑ‖2

≤ 1

2
x̃TωT

mωmx̃ + 1

2
λ2

0λ
2
νm

x̃Tx̃. (17)
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Based on (16) and (17) and considering Assumption 2,
we have

L̇2(t) ≤ x̃TAx̃ + 1

2
x̃TωT

mωmx̃ + 1

2
λ2

0λ
2
νm

x̃Tx̃

+ 1

2
x̃Tx̃ + 1

2
λεm x̃Tx̃

= x̃T
(

A + 1

2
ωT

mωm + 1

2

(
1 + λεm + λ2

0λ
2
νm

)
In

)
x̃

� −x̃Tx̃ (18)

where

 = −A − 1

2
ωT

mωm − 1

2

(
1 + λεm + λ2

0λ
2
νm

)
In

and In stands for the identity matrix with dimension n. If A
is selected to make  > 0, the Lyapunov derivative is nega-
tive such that L̇2(t) ≤ 0. Hence, it can be concluded that the
identification error approaches zero, i.e., x̃(t) → 0 as t → ∞.
This completes the proof.

From Theorem 2, we know the model neural network is an
asymptotically stable identifier. Consequently, after a sufficient
learning session, we can obtain the following neural network
identifier:

ẋ = f (x) + g(x)u = Ax + ωT
mσm(z̄). (19)

In addition, by taking the partial derivative of both sides of (19)
with respect to u, we can obtain

g(x) = ∂
(
Ax + ωT

mσ(z̄)
)

∂u

= ωT
m

∂σ(z̄)

∂ z̄
νT

m

[
0n×m

Im

]
. (20)

Remark 2: By virtue of neural network identification, the
unknown system dynamics and control matrix of (2) can
be approached by (19) and (20), respectively. Actually, as
approximated values, the state derivative ẋ in (19) and control
matrix g(x) in (20) should be denoted by ˙̂x and ĝ(x), respec-
tively. However, we still use ẋ and g(x) in the following for
convenience of analysis.

Remark 3: The expressions of ẋ and g(x) in (19) and (20)
are related with the converged weight vectors of the neural
network identifier. In this sense, it is feasible to develop a
data-based optimal control method under the framework of
ADP, which is helpful to achieve the robust optimal control
of uncertain nonlinear system.

B. Model-Free Policy Iteration Algorithm

In this section, a model-free policy iteration algorithm
working together with neural network identifier for nomi-
nal system (2) is presented. Via system identification, we
can acquire the weight matrices ωm and νm. Then, based
on (19) and (20), we can develop the model-free policy itera-
tion algorithm for the transformed optimal control problem as
shown in Algorithm 1.

Remark 4: Note that the above algorithm can converge
to the optimal cost function and optimal control law, i.e.,
J(i)(x) → J∗(x) and u(i)(x) → u∗(x) as i → ∞.
The convergence proof of policy iteration algorithm has been

Algorithm 1 Model-Free Policy Iteration Algorithm for the
Transformed Optimal Control Problem

1: Initialization
Let the initial iteration index be i = 0 and J(0)(·) = 0.
Give a small positive real number ε.
Start with an initial admissible control law u(0).

2: Neural Network Identification
Through system identification, compute the approximate
values of ẋ and g(x) according to (19) and (20), respec-
tively. Keep the converged weight matrices unchanged.

3: Policy Evaluation
Using the information of ẋ, solve the following nonlinear
Lyapunov equation

0 = d2
M(x) +

(
u(i)(x)

)T
Ru(i)(x) +

(
∇J(i+1)(x)

)T
ẋ

with J(i+1)(0) = 0.
4: Policy Improvement

Using the information of g(x), update the control law via

u(i+1)(x) = −1

2
R−1gT(x)∇J(i+1)(x).

5: Stopping Criterion
If ‖ J(i+1)(x) − J(i)(x) ‖≤ ε, stop and obtain the approxi-
mate optimal control law u(i+1)(x); else, set i = i + 1 and
go to step 3.

given in [12] and related references therein and is therefore
omitted here.

C. Implementation Process via Critic Network

Considering the universal approximation property of neural
networks, J∗(x) can be reconstructed by a single-layer neural
network on a compact set � as

J∗(x) = ωT
c σc(x) + εc(x)

where ωc ∈ R
lc is the ideal weight, σc(x) ∈ R

lc is the activa-
tion function, lc is the number of neurons in the hidden layer,
and εc(x) is the approximation error. Then, we have

∇J∗(x) = (∇σc(x))
Tωc + ∇εc(x). (21)

Based on (19) and (21), the Lyapunov equation (4) becomes

0 = d2
M(x) + uT(x)Ru(x)

+
(
ωT

c ∇σc(x) + (∇εc(x))
T
)(

Ax + ωT
mσm(z̄)

)
.

As the work of [13], [16], and [36], we assume that ωc,
∇σc(x), and εc(x) and its derivative ∇εc(x) are all bounded
on a compact set �.

Since the ideal weights are unknown, a critic neural network
is built in terms of the estimated weights as

Ĵ(x) = ω̂T
c σc(x)

for the purpose of approximating the optimal cost function,
where ω̂c represents the estimated weight matrix. Then, we
obtain

∇ Ĵ(x) = (∇σc(x))
Tω̂c. (22)
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Noticing (7), (20), and (21), we find that

u∗(x) = −1

2
R−1gT(x)

(
(∇σc(x))

Tωc + ∇εc(x)
)
. (23)

Accordingly, considering (7), (20), and (22), the approximate
control function is expressed as

û(x) = −1

2
R−1gT(x)(∇σc(x))

Tω̂c. (24)

Applying (24) to neural network identifier (19), the closed-
loop system dynamics can be rewritten as

ẋ = f (x) − 1

2
g(x)R−1gT(x)(∇σc(x))

Tω̂c.

Denoting M = g(x)R−1gT(x) and using the neural network
expression (21), the Hamiltonian becomes

H(x, ωc) = d2
M(x) + ωT

c ∇σc(x)f (x) − ecH

− 1

4
ωT

c ∇σc(x)M(∇σc(x))
Tωc

= 0 (25)

where

ecH = −(∇εc(x))
T
(

Ax + ωT
mσm

(
z̄∗))− 1

4
(∇εc(x))

TM∇εc(x)

denotes the residual error with z̄∗ = νT
m[xT, u∗T]T. Assume

that there exists a positive bound λecH such that ‖ecH‖ ≤
λecH . Based on the estimated weight vector, the approximate
Hamiltonian can be derived as

Ĥ
(
x, ω̂c

) = d2
M(x) + 1

4
ω̂T

c ∇σc(x)M(∇σc(x))
Tω̂c

+ ω̂T
c ∇σc(x)

(
Ax + ωT

mσm(z̃)
)

= d2
M(x) + ω̂T

c ∇σc(x)f (x)

− 1

4
ω̂T

c ∇σc(x)M(∇σc(x))
Tω̂c

� ec (26)

where z̃ = νT
m[xT, ûT]T. Let the weight estimation error of

the critic network be ω̃c = ωc − ω̂c. Combining (23), (25),
and (26), we can get

ec = −ω̃T
c ∇σc(x)

(
f (x) − 1

2
M(∇σc(x))

Tωc

)

− 1

4
ω̃T

c ∇σc(x)M(∇σc(x))
Tω̃c + ecH . (27)

In this paper, in order to train the critic network, we aim at
designing ω̂c to minimize the objective function

Ec = 1

2
eT

c ec.

The weights of the critic network are tuned based on the
standard steepest descent algorithm, that is

˙̂ωc = −αc

(
∂Ec

∂ω̂c

)
(28)

where αc > 0 is the learning rate of the critic network.

In the following, we derive the dynamics of the weight
estimation error ω̃c. According to (26), we find that

∂ec

∂ω̂c
= ∇σc(x)f (x) − 1

2
∇σc(x)M(∇σc(x))

Tω̂c

= ∇σc(x)( f (x) + g(x)û(x))

= ∇σc(x)
(

Ax + ωT
mσm(z̃)

)
. (29)

Denoting θ = ∇σc(x)(Ax + ωT
mσm(z̃)) and combin-

ing (27) and (29), the dynamics of the weight estimation error
is written as

˙̃ωc = αcec

(
∂ec

∂ω̂c

)

= −αcθ

{
ω̃T

c ∇σc(x)

(
f (x) − 1

2
M(∇σc(x))

Tωc

)

+ 1

4
ω̃T

c ∇σc(x)M(∇σc(x))
Tω̃c − ecH

}
(30)

which is useful to prove the stability of the weight estimation
error of the critic network.

D. Stability Analysis

In this section, the stability analysis of the closed-loop
system is established based on the Lyapunov approach.

Definition 1 [16], [29]: For nonlinear system ẋ = f (x(t)),
its solution is said to be uniformly ultimately bounded (UUB),
if there exists a compact set � ⊂ R

n such that for all x0 ∈ �,
there exist a bound � and a time T(�, x0) such that ‖x(t) −
xe‖ ≤ � for all t ≥ t0 + T , where xe is an equilibrium point.

Remark 5: The UUB stability emphasizes that after a tran-
sition period T , the system state remains within the ball of
radius � around xe.

Now, we derive the following theorem.
Theorem 3: Consider the system described by (19). Let the

weight tuning law of the critic network be updated by (28) and
the control law be computed by (24). Then, the closed-loop
system state x, the system identification error x̃(t), and the
weight estimation error ω̃c of the critic network are all UUB.

Proof: Choose the following Lyapunov function:

L(t) = L1(t) + L2(t) + L3(t)

where L1(t) = J∗(x(t)), L2(t) is defined as in Theorem 2, and

L3(t) = 1

2αc
ω̃T

c ω̃c.

The derivative of the Lyapunov function L(t) along the
trajectory of (19) is computed as

L̇(t) ≤ L̇1(t) − x̃Tx̃ + L̇3(t) (31)

where  is defined as in (18).
Combining (21) and (24), the first term in (31) can be

presented as

L̇1(t) = ωT
c ∇σc(x)f (x) − 1

2
ωT

c ∇σc(x)M(∇σc(x))
Tω̂c + ε1

= ωT
c ∇σc(x)f (x) − 1

2
ωT

c ∇σc(x)M(∇σc(x))
Tωc

+ 1

2
ωT

c ∇σc(x)M(∇σc(x))
Tω̃c + ε1
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where

ε1 = (∇εc(x))
T
(

Ax + ωT
mσm(z̃)

)
.

Based on (25), we can get

L̇1(t) = −d2
M(x) − 1

4
ωT

c ∇σc(x)M(∇σc(x))
Tωc

+ 1

2
ωT

c ∇σc(x)M(∇σc(x))
Tω̃c + ε1 + ecH

≤ −d2
M(x) + 1

4
‖ω̃c‖2 + 1

4

(
λ1m + λ2

1M

)
λ2

ωc

+ ε1 + ecH (32)

where λ1m > 0 and λ1M > 0 denote the lower and upper
bounds of the norm of matrix ∇σc(x)M(∇σc(x))T, respec-
tively, and λωc > 0 represents the upper bound of ‖ωc‖.

Combining (24) and the definition of θ , we have

θ = ∇σc(x)D + 1

2
∇σc(x)M(∇σc(x))

Tω̃c (33)

where

D = f (x) − 1

2
M(∇σc(x))

Tωc.

Combining (30) and (33), the last term in (31) can be
rewritten as

L̇3(t) = 1

αc
ω̃T

c
˙̃ωc

= −
(

ω̃T
c ∇σc(x)D + 1

2
ω̃T

c ∇σc(x)M(∇σc(x))
Tω̃c

)

×
(

ω̃T
c ∇σc(x)D

+ 1

4
ω̃T

c ∇σc(x)M(∇σc(x))
Tω̃c − ecH

)
.

By using the inequalities

ab = 1

2

(

−
(

φ+a − b

φ+

)2

+ φ2+a2 + b2

φ2+

)

≤ 1

2

(

φ2+a2 + b2

φ2+

)

−ab = −1

2

((
φ−a + b

φ−

)2

− φ2−a2 − b2

φ2−

)

≤ 1

2

(

φ2−a2 + b2

φ2−

)

where φ+ and φ− are nonzero constants, we can find that L̇3(t)
can be rewritten as

L̇3(t) ≤ − 1

16

(
ω̃T

c ∇σc(x)M(∇σc(x))
Tω̃c

)2

+ 4
(
ω̃T

c ∇σc(x)D
)2 + 33

8
e2

cH

≤ − 1

16
λ2

1m‖ω̃c‖4 + 4λ2∇σc
λ2

D‖ω̃c‖2 + 33

8
e2

cH (34)

where λ∇σc > 0 denotes the upper bound of ‖∇σc(x)‖ and
λD > 0 represents the upper bound of ‖D‖.

Assume that we can determine a quadratic bound of d(x),
i.e., dM(x) = ρ0‖x‖ with a positive constant ρ0. Then, based
on (31), (32), and (34), we obtain

L̇(t) ≤ −d2
M(x) − x̃Tx̃ − 1

16
λ2

1m‖ω̃c‖4

+ 1 + 16λ2∇σc
λ2

D

4
‖ω̃c‖2 + 33

8
e2

cH

+ 1

4

(
λ1m + λ2

1M

)
λ2

ωc
+ ε1 + ecH

≤ −ρ2
0‖x‖2 − λmin()‖x̃‖2

− λ2
1m

16

⎛

⎝‖ω̃c‖2 −
2
(

1 + 16λ2∇σc
λ2

D

)

λ2
1m

⎞

⎠

2

+ ζ

where

ζ = 1

4

(
λ1m + λ2

1M

)
λ2

ωc
+ λε1 + λecH

+ 33

8
λ2

ecH
+
(

1 + 16λ2∇σc
λ2

D

)2

4λ2
1m

λε1 > 0 denotes the upper bound of ‖ε1‖, and λmin() > 0
stands for the minimum eigenvalue of the positive definite
matrix .

Given the following inequality:

‖x‖ >

√
ζ

ρ2
0

or

‖x̃‖ >

√
ζ

λmin()

or

‖ω̃c‖ >

√√√√√
√

16ζ

λ2
1m

+
2
(

1 + 16λ2∇σc
λ2

D

)

λ2
1m

holds, then L̇(t) < 0. Therefore, using the standard Lyapunov
extension theorem, we can derive that the closed-loop system
state x, the system identification error x̃(t), and the weight
estimation error ω̃c of the critic network are all UUB. This
completes the proof.

Remark 6: Currently, the selection of activation function of
the critic network is often a natural choice guided by engi-
neering experience and intuition (i.e., it is more of an art than
science) [12], [36], [49]. In addition, the initial admissible con-
trol law is necessary to perform the model-free policy iteration
algorithm, keeping the same characteristic as model-based pol-
icy iteration algorithm used in [6], [12], and [15]. Though it
is difficult to acquire in some cases, it can be chosen in light
of experience and intuition. These ways of choosing the ini-
tial parameters are reasonable under the framework of ADP
method.

Remark 7: During this section, we can develop an approxi-
mate optimal control law of nominal system with unknown
dynamics under the definition of a new cost function.
According to Theorem 1, by choosing a suitable feedback
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gain π , we can establish the robust optimal control strategy
of the original nonlinear system with unknown dynamics and
uncertainties.

V. SIMULATION

Two examples are provided in this section to demonstrate
the effectiveness of the robust optimal control strategy.

Example 1: Consider the continuous-time nonlinear system
given as follows:

ẋ =
[ −0.5x1 + x2

(
1 + 0.5x2

2

)

−0.8(x1 + x2) + 0.5x2
(
1 − 0.3x2

2

)
]

+
[

0
−0.5

](
ū + d̄(x)

)
(35)

where x = [x1, x2]T ∈ R
2 and ū ∈ R are the state and con-

trol variables, respectively. Note that d̄(x) = δ1x2 cos(δ2x1 +
δ3x2) denotes the dynamics uncertainty of the controlled
plant, where δ1, δ2, and δ3 are unknown parameters with
δ1 ∈ [−1, 1], δ2 ∈ [−5, 5], and δ3 ∈ [−3, 3]. We set
R = I and choose dM(x) = ‖x‖ as the bound of the
term d(x).

According to the aforementioned results, for the pur-
pose of obtaining the model-free optimal control of nominal
system

ẋ =
[ −0.5x1 + x2

(
1 + 0.5x2

2

)

−0.8(x1 + x2) + 0.5x2
(
1 − 0.3x2

2

)
]

+
[

0
−0.5

]
u

with cost function defined as

J(x0) =
∫ ∞

0

{
‖x(τ )‖2 + uT(x(τ ))Ru(x(τ ))

}
dτ

we should construct a neural network based on the idea
of ADP. Here, the critic network is built in the form of

Ĵ(x) = ω̂c1x2
1 + ω̂c2x1x2 + ω̂c3x2

2 + ω̂c4x4
1

+ ω̂c5x3
1x2 + ω̂c6x2

1x2
2 + ω̂c7x1x3

2 + ω̂c8x4
2.

We first choose a three-layer feedforward neural network as
an identifier with structure 3–8–2. During the system identi-
fication process, the constant weight νm between input layer
and hidden layer is chosen randomly within [−0.5, 0.5], and
the initial weight ωm is initialized to zero. We train the
neural network identifier by using the update law (15) for
100 s with the learning matrix �m = 0.01I. Via simula-
tion, we find that the neural network identifier can learn the
unknown nonlinear system successfully. Notice that the iden-
tification errors are shown in Fig. 1. Then, we finish the
training process of the neural network identifier and fix its
weights.

Then, the weights of critic network are initialized in [0, 1]
to make the initial control law of policy iteration algorithm
admissible. A probing noise is also brought in to satisfy the
persistency of excitation condition. Let the learning rate of
critic network be αc = 0.8 and the initial state of controlled
plant be x0 = [0.5,−0.5]T. After the simulation process, we
can observe that the convergence of the weights occurs after
2500 s. Then, the probing signal is turned off. From simulation

Fig. 1. Identification error (xe1 and xe2 represent x̃1 and x̃2, respectively).

Fig. 2. Convergence of the weight vector of critic network (ωaci represents
ω̂ci, i = 1, 2, . . . , 8).

results, we can observe that the weights of critic network
converge to

[0.8963, 0.1167, 1.1244, 0.1078,

− 0.2189, 0.3428,−0.1820, 0.1386]T

which is displayed in Fig. 2.
Next, scalar parameters in three different cases are chosen

to evaluate the robust control performance. Under the action
of the robust control strategy, the state trajectories of uncer-
tain system (35) during the first 20 s in three cases are shown
in Fig. 3. In light of Theorem 1, the robust control strategy also
achieves optimality with a cost function defined in (10). These
simulation results verify the effectiveness of the developed
control approach.

Example 2: Consider the following continuous-time nonlin-
ear system:

ẋ =
⎡

⎣
−x1 + x2

0.1x1 − x2 − x1x3
x1x2 − x3

⎤

⎦+
⎡

⎣
0
1
0

⎤

⎦(ū + d̄(x)
)

(36)
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Fig. 3. State trajectories under different system uncertainties. Case 1:
δ1 = 0.8, δ2 = −5, and δ3 = 3. Case 2: δ1 = −1, δ2 = 4, and δ3 = −2.
Case 3: δ1 = 0.5, δ2 = 0, and δ3 = 0.

Fig. 4. Identification error (xe1, xe2, and xe3 represent x̃1, x̃2, and x̃3,
respectively).

where x = [x1, x2, x3]T, ū ∈ R, and d̄(x) = δ1x1 sin(δ2x2 +
δ3x3

3 + δ4) with δ1 ∈ [−1, 1], δ2 ∈ [−3, 3], δ3 ∈ [−1, 1], and
δ4 ∈ [−5, 5].

For nominal system

ẋ =
⎡

⎣
−x1 + x2

0.1x1 − x2 − x1x3
x1x2 − x3

⎤

⎦+
⎡

⎣
0
1
0

⎤

⎦u

with a cost function defined the same as the one of Example 1,
we employ the data-based adaptive critic learning approach
developed in this paper to attain the approximate optimal con-
trol law. In this example, the critic network is constructed in
the following form:

Ĵ(x) = ω̂c1x2
1 + ω̂c2x2

2 + ω̂c3x2
3 + ω̂c4x1x2 + ω̂c5x1x3

+ ω̂c6x2x3 + ω̂c7x4
1 + ω̂c8x4

2 + ω̂c9x4
3

+ ω̂c10x2
1x2

2 + ω̂c11x2
1x2

3 + ω̂c12x2
2x2

3

+ ω̂c13x2
1x2x3 + ω̂c14x1x2

2x3 + ω̂c15x1x2x2
3

+ ω̂c16x3
1x2 + ω̂c17x3

1x3 + ω̂c18x1x3
2

+ ω̂c19x3
2x3 + ω̂c20x1x3

3 + ω̂c21x2x3
3.

Fig. 5. Convergence of the weight vector of critic network: part 1
(ωaci represents ω̂ci, i = 1, 2, . . . , 8).

Fig. 6. Convergence of the weight vector of critic network: part 2
(ωaci represents ω̂ci, i = 9, 10, . . . , 16).

We also choose a three-layer feedforward neural network
identifier with structure 4–8–3. Other parameters are chosen
the same as Example 1. Via simulation, we find that the neural
network identifier can learn the unknown nonlinear system
successfully. The identification error is shown in Fig. 4. Then,
we finish training the neural network and keep the weight
vectors unchanged.

Here, let the initial state vector of the controlled system
be x0 = [1,−1, 0.5]T. During the training process of critic
network, let the learning rate of the critic network be αc = 1.2.
Similar to above, an exploration noise is added to satisfy the
persistency of excitation condition. After a sufficient learning
session, the weights of the critic network converge to

[0.4956, 0.5286, 0.8069, 0.4772, 0.2022, 0.3405, 0.3203,

0.0324, 0.4995, 0.4599, 0.7706, 0.5561, 0.4960, 0.8429,

0.5517, 0.3627, 0.7859, 0.4700, 0.7239, 0.5832, 0.6233]T

as depicted in Figs. 5–7.
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Fig. 7. Convergence of the weight vector of critic network: part 3
(ωaci represents ω̂ci, i = 17, 18, . . . , 21).

Fig. 8. System state.

At last, the scalar parameters δ1 = −1, δ2 = 3, δ3 = −1,
and δ4 = 5 are chosen for evaluating the robust optimal control
performance. The system trajectory is depicted in Fig. 8 when
the obtained control law is applied to the uncertain system (36)
for 20 s. These simulation results authenticate the validity of
the robust optimal control scheme developed in this paper.

VI. CONCLUSION

A novel adaptive critic learning approach for robust optimal
control of a class of uncertain nonlinear systems is developed
in this paper, under the framework of data-based ADP. It is
proved that the robust controller of the original uncertain sys-
tem achieves optimality under a specified cost function. Then,
the robust optimal control problem is transformed into an opti-
mal control problem. The optimal controller of the nominal
system is established without using the system dynamics. The
simulation study verifies the good control performance.

As indicated in Remark 6, the developed algorithm of this
paper relies on an initial admissible control, which provides a

direction for improvement. Although value iteration and policy
iteration are two basic algorithms of reinforcement learning,
Nodland et al. [29] designed an optimal adaptive controller for
tracking a trajectory of an unmanned underactuated helicopter
forward-in-time without using them. Hence, how to reduce
the requirement of the initial admissible control without using
value and policy iterations is of great importance. This should
be considered in the future research when applying the ADP
approach to the framework of nonlinear robust optimal control
under uncertain environment. In addition, since the developed
approach is only suitable for a class of affine nonlinear sys-
tems with matched uncertainties, our future work also contains
extending the obtained results to robust optimal control of
nonaffine nonlinear systems with unmatched uncertainties.
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