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Abstract. Community detection is a very popular research topic in network sci-
ence nowadays. Various categories of community detection algorithms have been
proposed, such as graph partitioning, hierarchical clustering, partitional cluster-
ing, and so on. Among these algorithms, modularity-based approaches obtain
more attention because modularity is a main criterion to evaluate community par-
titions. However, current modularity only measures the intra-links within com-
munities and rarely considers the inter-links between them. In this paper, we en-
code both the intra-links and inter-links in an optimization framework to improve
the modularity. The partitions can be computed by the greedy algorithm which
utilizes the similar simulated annealing technique. The experimental results on
four public datasets demonstrate that our improved modularity can reduce the
links between communities, and achieve better performance than the original
modularity.
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1 Introduction

Many networks of interest, including social networks, computer networks, and
metabolic and regulatory networks, are found to divide naturally into different com-
munities or modules[19]. Such networks, in the abstract, contain two basic elements:
individuals and relations. Individuals tend to form groups according to their relations,
for instance, circles and teams in social networks. In general, a node or vertex is used
to describe an individual and a link (or edge) between any two nodes represents their
relations. Accordingly, groups are viewed as communities. The community, to some
extent, can embody the latent rules of networks. Hence, the community becomes the
entry point of researches of networks structure and functionality. Community detection
is a fundamental research issue and attracts much interest over the last decade.

Community detection is to recognize the inherent structure of networks, i.e., di-
viding a network into several communities which have high density of edges within
communities and low density between them. So, community detection is inextricably
linked to graph partition and traditional clustering. Currently, the existing methods for
community detection can be divided into several categories. One is graph paritioning
and its typical algorithms contain the Kernighan-Lin algorithm[21] and the spectral bi-
section method[25]. Hierarchical clustering is also a technique especially for social
networks[15,22]. k-means[14] and fuzzy k-means[16,5] are the most commonly-used
algorithms of partitional clustering. Spectral clustering requires to compute the first k
eigenvectors of a Laplacian matrix[24].
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The concept of community detection was formally proposed in 2002 by Girvan and
Newman, together with a divisive algorithm[10]. Two years later, they proposed the fa-
mous concept of modularity[20]. Modularity has been employed as a quality function in
many algorithms, such as the divisive algorithms[7]. In addition, modularity optimiza-
tion is itself a popular method for community detection. The main optimal techniques
contain greedy techniques[3], simulated annealing[12], extremal optimization[6], spec-
tral optimization[18], and so on. In this paper, we improve the modularity, as the orig-
inal one only concerns edges within communities, which does not take the influence
of inter edges into account. This will lead the modularity divide networks into large
components, which is the so-called resolution problem[8]. The improved modularity
considers both intra and inter edges, so it can more fully reflect the potential structure
of networks. Then we take the greedy algorithm and similar simulated annealing tech-
nique to optimize this improved modularity. The experimental results on four public
datasets available outperform those of using the original modularity.

The rest of the paper is organized as follows. In Section 2, we briefly introduce
the concept of modularity. In Section 3, we will detail our improved modularity and the
analysis of parameter selection. Section 4 reports the experimental results. We conclude
this work in Section 5.

2 Modularity

Modularity is based on the idea that a null model is expected to have no community
structure, and the structure of the network consists of communities as long as it is suf-
ficiently different from the null model. The null model is a copy of the original graph
which keeps some of its structured properties, such as the degree sequence, but without
community structure[7]. The most commonly-used null model is the random graph,
though it is strictly not a null model. Modularity is defined as[3]

Q =
1

2m

n∑

ij

(Aij − kikj
2m

)δ(Ci, Cj). (1)

wherem and n stand for the number of edges and nodes, respectively.A is the adjacency
matrix, if two nodes are connected, the corresponding Aij represents the weight of
connected edges between them, otherwise Aij = 0. ki and kj are the degree of vertex i
and j. Ci is the community vertex i belongs to. δ(Ci, Cj) is a sign function, i.e. if Ci =

Cj , δ(Ci, Cj) = 1, otherwise δ(Ci, Cj) = 0. The fraction, Pij =
kikj

2m , stands for the
expected number of edges in the corresponding null model. The function δ only makes
sense when vertex i and j are in the same community. The difference between (A)ij and
(P )ij is the difference between the original graph and the corresponding null model.
This discrepancy is expected to be as large as possible so that the graph far more likely
consists of the community structure. Then Q can be seen as the discrepancy between
the graph and null model. Therefore, the higher Q, the better. In this way, community
detection becomes a procedure of finding the maximum Q. This is a NP-hard optimal
problem[4]. Thus, heuristic optimization methods turn into the main research ideas.
However, this modularity is far from perfection. In our method, we improve it and get
a better performance.
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3 The Proposed Algorithm

3.1 Improved Modularity

In Equation (1), δ(Ci, Cj) only works when Ci = Cj , which means that edges within
communities would be computed. A good partition will make edge density within com-
munities be high and low between them. So, there is obviously a puzzle for the original
modularity: how the inter edges influence the the procedure of community detection?
Maybe one will argue whether it matters. However, the modularity without taking the
inter edges into account tends to split large communities as the large ones make more
Ci equal to Cj so that Q has a higher value. Hence, one drawback of the original mod-
ularity is that it tends to ’eat’ relatively small communities. To address such problem,
we modify the modularity as

Q =
1

2m

n∑

ij

[
(Aij − kikj

2m
)δ(Ci, Cj)− β

(
Aij − kikj

2m

)α(
1− δ(Ci, Cj)

)]
, (2)

where β and α are the undetermined parameters, other variables are the same as Equa-
tion (1). We call (Aij − kikj

2m )δ(Ci, Cj) an intra factor, β
(
Aij − kikj

2m

)α(
1− δ(Ci, Cj)

)

an inter factor. So this improved modularity considers both intra and inter edges of
networks. The value of the inter factor depends on the parameters β and α. If large
communities are expected, we increase β and reduce α, and vice versa. Ideally, β and α
are expected to be automatically assigned according to different networks. Although a
clear expression is very hard, the parameter analysis is a necessary task in our method.
Our method adapts the greedy technique ultilizing the simulated annealing technique to
find the optimal solution.

3.2 Optimization

The greedy technique[3], just as its name, always makes the best choice or the max-
imum value of modularity in each step. It may not reach the global optimal solution
in some sense. However, simulated annealing is a probabilistic process for global op-
timization, and this is the reason why we take it. By combining these two methods,
we hope to obtain a fast and probabilistic global optimal modularity algorithm. The
procedure of our algorithm is summarised as follows.

1. Initially, each vertex is a community with label Ci = i, i = 1, ..., nc, nc is the
number of communities. The adjacency matrix is Anc×nc . M is symmetric and the
diagonal is zero. In addition, J is the index set of Ci’s connected communities.
First, i = 1.

2. We assume to merge the community Ci and Cj∈J . Compute the corresponding
change of our modularity, ΔQ. After j sweeps all of Ci’s connected communi-
ties, we find the maximum change, ΔQmax. At this time, the other corresponding
community is Cj .

3. If ΔQmax > 0, accept this change and rewrite Cj = i. Otherwise we give a
probability to accept this.

4. If i+ 1 ≤ nc, i = i+ 1, and go to step 2, else go to step 5.
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5. If nc = 1, then stop the process and output results, else do the following. After
i runs over all communities, we get a new partition. Then we merge communities
with the same label, reset the label and update the number of communities, nc,
which is generally reduced. Update the adjacency matrix Anc×nc , where Aij is the
total weight between current Ci and Cj . Also, each index set will be updated. Go
to step 2.

It should be noted that, in step 3, if ΔQmax ≤ 0, then we give a probability to accept
this result. This is what we called similar stimulated annealing technique. In order to
simplify this problem, we just randomly make a real-valued number between 0 and 1,
and the given probability 0.3 is the comparison criterion.

4 Experiments

4.1 Metrics

Some measures are essential to judge the partition qualities. An intuitive way is vi-
sual analysis, but this is always hard especially when a network is large. Two quan-
titative indicators are used here. One is purity[2], and the other is normalized mutual
information(NMI)[13]. To compute purity, each cluster is assigned to the class which is
most frequent in the cluster, and then the accuracy of this assignment is measured by
counting the number of correctly assigned and being divided dividing by the number of
vertices, n. Formally:

purity(Ω,C) =
1

n

∑

k

max
j

| ωk ∩ cj |, (3)

where Ω = {ω1, ω2, ..., ωK} is the set of clusters and C = {c1, c2, ..., cJ} is the set
of classes. Bad clustering has a purity value close to 0, while a perfect clustering has a
purity of 1. High purity is easy to achieve when the number of clusters is large. In par-
ticular, the purity will be 1 if each vertex gets its own cluster. Thus, we can not simply
use ’purity’ to trade off the quality of the clustering against the number of clusters. A
measure that allows us to make this tradeoff is normalized mutual information:

NMI(Ω,C) =
I(Ω;C)

[H(Ω) +H(C)]/2
, (4)

where I is mutual information[9] and H is self information[11].

4.2 Datasets

The following four networks with groundtruth are obtained from Gephi Datasets1. The
networks in these datasets are undirected and edges have constant weight 1.

1) karate club[26]: Zachary observed 34 members of a karate club for 2 years. The
vertex 1 and 34 represent the instructor of this club and the administrator, respectively.
During a period of study, the instructor and administrator had a disagreement. Finally,

1 https://wiki.gephi.org/index.php?title=Datasets

https://wiki.gephi.org/index.php?title=Datasets
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the instructor left and established a new club, which took away about half of the original
members. This is the network of karate club.

2) dolphin community[1]: This is the biological classification of dolphins proposed
by Lusseau. The groundtruth has two clusters: one has 20 vertices and the other 42.

3) college football[10]: This is the world of the United States college football for the
2000 season: vertices in the graph represent teams (labeled by their college names) and
edges represent regular-season games between two teams. Each conference has 8-12
teams.

4) school[23]: This dataset has 11 clusters, ten classes and a set of 10 teachers.

4.3 Results and Analysis

Table.1 summaries the experimental result. It shows that our modularity make a con-
tribution to improve the clustering performance, especially for the dolphin community.
Here, P and N represent purity and NMI, B and C represent the original and our mod-
ularity, respectively.

Table 1. The quantitative indicators of experiments

dataset nodes edges PB PC NB NC β α

karate club 34 78 0.8235 0.8235 0.6995 0.8041 0.37 2
dolphin community 62 159 0.1613 0.9839 0.4647 0.8888 0.45 2
college football 115 613 0.8783 0.9130 0.8890 0.9242 0.45 2
school 238 5539 0.6555 0.7563 0.8731 0.9135 0.20 2

The visualization of networks derives from Gephi[17]. Here shows the result of the
first dataset in Figure.1. From Fig.1.b) we can see that the vertex 10 belongs to ver-
tex 1. However, it should belong to vertex 34 with respect to groundtruth. Of course,
vertex 10 is misclassified by the original modularity, which is assigned correctly by
our modularity. In the dolphin community using our modularity, only the dolphin PL
is misclassified, while the original modularity seperates the network into seven parts.
In college football, both modularities maintain the conference structure, but the mem-
bers of each conference are not the same as groundtruth. For example, the conference
named Big Twelve has 12 members. Using the original modularity, its half members
are misidentified while it is recognized correctly by ours. So the original modularity
separates the Big Twelve into pieces while our method maintains the inherent struc-
ture of this conference. School dataset confirms what we have said above: the original
modularity tends to cluster large communities. And this drawback is avoided in our
modularity. Teacher set is misclassified by both modularities as it, to some extent, is
semantic, which can not be reflected by using the degree.

The next problem is how to choose the parameters α and β. Empirically summarized
from experiments, α is not sensitive, so it is set to a constant 2. Then we change β and
get corresponding results for each β. We just need to find the value of β corresponding
to the maximum of NMI. As Fig.2 shows, this job is not hard. Reduce the interval to
0.01 and we find the optimal values β may take on. In Fig.2, the left two datasets can
simultaneously reach the optimal value of NMI , and so do the right two.
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Fig. 1. a) Zachary’s karate club. Social network of friendships between 34 members of a karate
club at a US university in the 1970[26]. b) The result of community detection with original
modularity. c) The result of community detection with our modularity.

As you can see, β varies according to different networks. We hope to find out what is
the primary determinant of β? Unfortunately, there is not an available analytic solution
of β. Here are some suggestions.

1) It is not hard to think that β should be associated with the network degree distribu-
tion, just as shown in Fig.3. The left two figures can be seen as a power law distribution
and the right two as normal distribution. So we can simply assign different networks
with different β. In a word, the degree distribution of a network determines the value of
β.

2) An interesting phenomenon in Fig.2 is that the NMI curve reverses the normalized
number of clustering curve in the first two panels and synchronizes in the last two. In
our opinion, this is another evidence of our suggestion 1), but this is not yet confirmed.

5 Conclusion

In this paper, we take the inter edges of networks into account and improve the mod-
ularity. By using the greedy algorithm and similar simulated annealing technique, we
optimize our modularity. Tests on four public datasets show that our modularity outper-
forms the original one both in purity and NMI.

Community detection is popular in social network analysis in recent years. However,
what this field lacks the most is a uniform and precise definition of community. Another
outstanding problem is defining a benchmark which implies the natural partition of
a network, the one that all algorithms can compare with. This also contains how to
evaluate a partition. For the future work, we aim to investigate the above two problems
and come up with effective algorithms to solve them.
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Fig. 2. The curves of improved modularity, purity, NMI and the normalized number of clustering.
The horizontal axis represents the value of β. The vertical axis is the corresponding values.
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Fig. 3. The degree distribution of four datasets. The horizontal axis represents the value of degree
and the vertical axis is the number of nodes with the given degree.
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1. Areans, A., Feránndez, A., Gómez, S.: Analysis of the structure of complex networks at
different resolution levels. New Journal of Physics (2008)

2. Artiles, J., Gonzalo, J., Sekine, S.: Weps 2 evaluation campaign: overview of the web people
search clustering task. In: World Wide Web (2009)

3. Blondel, V.D., Guillaume, J.-L., Lambiotte, R., Lefebvre, E.: Fast unfolding of communities
in large networks. Journal of Statistical Mechanics (2008)

4. Brandes, U., Delling, D., Gaertler, M., Görke, R., Hoefer, M., Nikoloski, Z., Wagner, D.: On
modularity clustering. IEEE Trans. Knowl. Data Eng. (2008)
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