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Policy Iteration for Optimal Control of Weakly Coupled Nonlinear
Systems with Completely Unknown Dynamics
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Abstract—1In this paper, an online learning algorithm based
on policy iteration is established to solve the optimal control
problem for weakly coupled nonlinear continuous-time systems.
Using the weak coupling theory, the original problem is
transformed into three reduced-order optimal control problems.
To obtain the optimal control laws without system dynamics,
we construct an online data-based integral policy iteration
algorithm which is used to solve the decoupled optimal control
problems. The actor-critic technique based on neural networks
and the least squares method are used to implement the model-
free learning algorithm. A simulation example is given to verify
the applicability of the developed algorithm.

I. INTRODUCTION

Many large-scale systems such as transportation systems,
electrical networks, power systems, and chemical reactors
are naturally weakly coupled [1], [2]. A common challenging
problem for these real physical systems is the optimal con-
trol. A traditional approach splits the large-scale optimal con-
trol problem into some related sub-problems using the decen-
tralized control method [3], [4]. But this approach neglects
the coupling effect and the obtained results usually do not
have an ideal performance. Since the weakly coupled linear
systems were introduced to the control systems community
by Kokotovic [5], many theoretical aspects of this problem
have been studied. The optimal control law is obtained
through a decoupling transformation which leads to solving
two independent reduced-order optimal control problems [6],
[7]1. In a similar way, the optimal control problems for
weakly coupled bilinear systems have been solved [8], [9].
Due to the intractable form of the Hamilton-Jacobi-Bellman
(HJB) equations that arise in the nonlinear optimal control,
obtaining closed-form optimal controllers by directly solving
the HIB equations is difficult. By using the reduced-order
scheme, the optimal control problems for weakly coupled
nonlinear systems have been studied. For instance, Kim and
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Lim [1] constructed an optimal control law for the weakly
coupled nonlinear system based on the solutions of two
independent reduced-order HIB equations using successive
Galerkin approximation. Carrillo et al. [2] proposed a model-
based algorithm for controlling weakly coupled nonlinear
systems using the current data and previously stored data
with a three-critics/four-actors approximator structure. For
large-scale systems, there are many difficulties to obtain the
exact knowledge of their dynamics . Therefore, a kind of
model-free algorithms is needed to solve the weakly coupled
optimal control problem with unknown system dynamics.

Due to the “curse of dimensionality” [10], dynamic pro-
gramming which provides a method for determining the
optimal control laws is often computationally untenable
even in the case of completely known dynamics. Adaptive
dynamic programming (ADP) and reinforcement learning
(RL) relax the need for a exact model of the dynamic systems
by using compact parameterized approximators when solv-
ing the HIB equations. ADP is an effective computational
method due to its optimal learning capabilities [11]-[20].
RL has attracted increasing attention and it can find the
optimal policy interactively [21]-[24]. Value iteration and
policy iteration (PI) are utilized to solve the HIB equations as
main methods of ADP-based and RL-based optimal control.
Vrabie and Lewis [25] obtained the direct adaptive optimal
control law with partial system dynamics by the established
integral RL algorithm for nonlinear continuous-time systems.
With completely unknown dynamics, Jiang and Jiang [26]
presented a novel PI method to solve the optimal control
problem for linear continuous-time systems. Lee et al. [27],
[28] derived an integral Q-learning approach for nonlinear
system optimal control without the exact knowledge of
system dynamics. Li et al. [29] developed an integral RL
algorithm to solve two-player zero-sum differential games
with completely unknown linear system dynamics. Liu et
al. [30] established an online model-free synchronous ap-
proximate optimal learning algorithm to solve a multiplayer
non-zero-sum differential game.

Among ADP-based and RL-based algorithms, there are
few results about the weakly coupled systems. The novelty
of this paper is that we establish an online learning algorithm
to solve the optimal control for weakly coupled nonlinear
systems with completely unknown dynamics. We formulate
the original problem into three reduced-order optimal control
problems by partitioning the HIJB equation. To obtain the
optimal control laws without system dynamics, we construct
the data-based integral PI algorithm to solve the decoupled
optimal control problems. The actor-critic technique based
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on neural networks (NNs) and the least squares method are
used to implement the integral PI algorithm. We demonstrate
the effectiveness of the optimal control law by a simulation
example.

The rest of this paper is organized as follows. In Section II,
we present the optimal control problem for weakly coupled
nonlinear systems. In Section III, we transform the original
problem into three reduced-order optimal control problems
and establish an online learning algorithm using model-free
integral PI with unknown system dynamics. A simulation
example is provided to illustrate the effectiveness of the
derived optimal control policy in Section IV. We give the
conclusion with a few remarks in Section V.

II. PROBLEM FORMULATION

Consider the weakly coupled nonlinear continuous-time
system

@) _ | fule) +efa(z)
2109) efa1(x) + faz(w2)
g1(z1)

; [ |

ego1(z)  goa(ma)| | cuor(t) + uaa(t)

6912($)‘| [uu(t) + EU12(t)‘| 0

where z1(t) € R™, z2(t) € R™ are the system state vectors,
u11(t), u12(t) € R™, ug1(t), uge(t) € R™2 are the control
input vectors, ¢ is a small positive coupling parameter. Using
the following equations

|z o) = fi1(@1) + e fra(w
w0 = [fw(t)] @)= szl(%) + faz(x2)

_ (@) egia(z) [ uan(t) + euna(t)
g(.’E) - y U t) =

£g21(7)  gaz(x2) eu1 (t) + uza(t)

Y

the system dynamics (1) can be rewritten as
&(t) = f(z) + g(x)u(t). 2)

We assume that f: R — R™ and g: R® — R™ ™ are
Lipschitz continuous on the set & C R™ and f(0) = 0,
where n = nqy + na, m = mq + mo.

The main purpose of the optimal control problem is to
find the optimal control law u*(z(t)) to control system (2)
with minimum expenditure of control effort. For this reason,
the value function are chosen as

V(z(t)) = /too [xT(T)Qx(T) + UT(T)RU(T)} dr, @)

where @) € R"*" and R € R"™*"™ are positive definite sym-
metric matrices , and 7(z,u) = =" ()Qx(t) + u' (t)Ru(t)
is the utility function. The matrices ) and R possess the
following weakly coupled structures,

o Ql gQE o
Q= [EQE Q2 ‘| ’ =

The optimal value function can be formulated as

Ry 0
0 Re

u

V*(x(t)) = min/too [27(7)Q(7) + u" (T)Ru(r)] dr.

The Hamiltonian function of system (2) is defined by
H(w,u, Vo) = V; [f () + g(@)u] +r(z,u), @)

with V(0) = 0, the term V,, = 0V (z)/0x denotes the partial
derivative of the value function with respect to the state. By
minimizing the Hamiltonian function (4), the optimal control
law can be obtained as

xT

1
u*(x) = argmin H(z,u, V) = —§R_1gT(J:)V*. (5)
u

From the optimal control theory, it is well known that the
optimal value function V*(z) is a unique positive-definite
solution of the following HIB equation

0=V T[f(2) + g(@)u’(@)] +r(z,u"(2).  (6)

III. COMPUTATIONAL CONTROLLER DESIGN USING
ONLINE MODEL-FREE POLICY ITERATION ALGORITHM

In this section, we formulate the original problem into
three reduced-order optimal control problems by partitioning
the HIB equation. To obtain the optimal control law without
system dynamics, we construct the model-free integral PI
algorithm to solve the decoupled optimal control problems.
To implement this algorithm, the actor-critic technique based
on NNs and the least squares method are used.

A. Problem Transformation

According to the reduced-order scheme [1], setting e2=0,
the value function (3) can be partitioned as

V(x(t)) = Vi(z1(2)) + Va(za(t) + eVe(x(1)),

where
W) = | T 2T Qi + uly Ryuny] dr,
Valaa(t)) = | " (21 Qurs + uly Rouns) dr,
Ve(z(t) =2 /t‘x’ [2] Qewa + uf; Rius + ujy Rousy | dr.

We give the following definitions

s OV,
%xl - 61‘1’ 2z — 8.2327

aV. A
‘/;zl - 873317 Exo — 87.1‘2

Partitioning the HIB (6), we get an O(c?) approximation
in terms of three reduced-order decoupled HIB equations
0=V [fin(z1) + gua(z1)uiy (21)]
+ai Qe + uif (z1) Ruugy (21),
0 =Vai, [foz(2) + g2z () udy (22)]
+ 3 Qowz + uzy (x2) Roudy(w2),
0 =V fra(@) + Vail far (x) + VAT fur(an)
+ V2! foo(@2) + 221 Q.o

— 2ui] (z1) Riuiy (2) — 2udg (22) Rous,y (z).

5723



The optimal control law (5) can be partitioned as
* 1 - *
upy (1) = — §R1 19;-1(351)‘/13017

* 1 — * *
ujqy(r) = — §R1 1[91T1 (xl)Vaxl + ggl(x)VMZL

* 1 — * *
uy () = — §R2 1[92TQ(532)V5@ + ngz(x)Vu-]]v
* | - *

U39 (T2) = — §R2 192T2(5ﬂ2)v2zQ~

According to the optimal control theory, u};(z1) is the
optimal control law for the subsystem 1

o1(t) = fii(w1) + g1 (z1)uai (1),

udy(z2) is the optimal control law for the subsystem 2

To(t) = faa(w2) + goo(w2)u2a(t),

uiy(z) and w3, (x) can be solved from the following integral
equation related to the subsystem 3

Vi) =2 [ [uil (o) Ruuiale) + us] (o2) Rou 2)
t
- Z'IQEJZQ} dTa
where V5 (z) = V2 (z) — 4 [ 2] Q.x2d7 with V5 (0) = 0.

B. Model-free Algorithm

To deal with the optimal control problem with completely
unknown dynamics, we develop a data-based online integral
PI algorithm. Consider the following nonlinear system ex-
plored by a known bounded piecewise continuous probing
signal e(t)

i(t) = f(z) + g(z)[u(t) + e(t)],
where

[u11(t) + e1(t)] + eurz(?)

u(t) +e(t) = Uzt (t) + [usz(t) + ea(t)]

Now we consider the subsystem 1 with exploration signal

#1(t) = fr1(wr) + gra(wr)[uii(t) + er(t)]. @)

The derivative of the value function V;(x;(t)) with respect
to time along the trajectory of the explored subsystem (7)
can be calculated as

=V, [fu(l”l) + g1 (@) [un (t) + 61(15)}}
= —ri(z1,ur1(x1)) + V121911(131)€1(t)7 3

Vi(z1(1))

where 71 (21, u11(21)) = 2] Qo1 +uiy (v1) Ryuiy (z1) is the
utility function for the subsystem 1. Based on the traditional
PI algorithm and using the representations Vi (x1(t)) and
ui,(z1), the policy improvement can be represented as

7 1 i
uit(z) = _§R1 19}-1(951)‘/1117 )

where ¢ is the iterative index. Integrating (8) form ¢ to t + 7T
and considering the policy improvement (9), we have

Vi (1)~ Vi (a1t + T)) = / 1 (s udy (1)

t+T
2 / (Wi (@) Riea(r)dr,  (10)
t

where the time interval 7" > 0. Since f11(x1) and g11(z1)
do not appear in the integral equation (10), the integral
PI algorithm can be done without the complete system
dynamics. Thus, we describe the online model-free integral
PI algorithm in Algorithm 1.

Algorithm 1 (Integral Policy Iteration Algorithm)

1: Give a small positive real number €. Let 7 = 0 and start
with an initial admissible control law u9; (z1).

2: Policy Evaluation and Improvement: Based on the con-
trol policy u}; (21), solve Vi (x1) and w1 (x1) from the
integral equation (10).

3 If |luiT!(x1) — iy (z1)|| < e stop and obtain the
approximate optimal control law for the subsystem 1;
else, set 7 =47+ 1 and go to Step 2.

Theorem 1: Give an initial admissible control law u%; (1)
for the subsystem 1. Using the integral PI algorithm estab-
lished in Algorithm 1, the value function and the control law
converge to the optimal ones as i — o0, i.e.,

Vi(@1) = Vi'(@1),  uiy(@1) = ugy(a).

Proof: 1If the initial control law Y, (1) is admissible,
during the iteration process of Algorithm 1, all the sub-
sequent control laws will be admissible [25]. Considering
the formation process of (10) and the equivalence between
(8) and the traditional PI algorithm, the iteration result
in Algorithm 1 will converge to the solution of the HIB
equation. So we can conclude that the proposed integral PI
algorithm will converge to the solution of the optimal control
problem for the subsystem 1 without using the knowledge
of system dynamics. The proof is completed. |

Subsystem 2 has the same structure with subsystem 1,
we can use Algorithm 1 to calculate the optimal control
law u3,(x2) applying some replacements. After obtaining
the optimal control laws w7 (z1) and u3,(z2), we derive the
following equation to solve for uj,(x) and u3, (x) iteratively,

) ) t+T
Vi(a(t) — Vi(a(t +T)) = —2 / 2T Qundr
2 / 3T (1) Rl () + ] (2) Rouiy ()] dr
ttJrT ) )
2 / [(uid (2))T Ruer (7) + (b} (2))T Raea(r)]dr.

Using this equation to replace (10) in Algorithm 1, we can
obtain ui,(z) and ul, (x).
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C. Algorithm Implementation

For the subsystem 1, we assume that V{(z;) and w7 (1)
can be represented on a compact set {2 by single-layer
networks as

Vl xl Zwlj¢] £C1 +5 (xl)
j=1
Ulﬁi 1) ZV’LJ p¥ (1) + dap(z1),
j=1

where p = 1,2,...,m1, w;; € R and v4;, € R are the
bounded ideal weight parameters which are unknown and
will be calculated by the established integral PI algorithm,
¢;(21) € R and ;(21) € R, {¢;} e, and {4;} 2 are the
sequences of real-valued activation functions that are linearly
independent and complete, and §.(x) € R and 6, p(z) € R
are the bounded NN approximation errors. Since w;; and
v;5 p are unknown, the outputs of the critic NN and the action
NN are represented as

Vi(zy) Zw”(bj (x1) = @] ¢(z1), (11)
j=1
uﬁ_lp 1) ZVU p¥5(71) ¢($1) (12)

where @w; and 7; ,, are the current estimated weights, and

p(x1) = [¢1(21), P2(21), - .-, P, (21)]T € RN,
Y(a ) [1(21), ¥2(21), . .. N, (21)]" € RN,
[ 170‘)7‘27"'7(2}1']\16]1— ERNC7
P [ 7P7Vi2p7-"7l}iNa,p}T €RN'1,
;r [Vl 17”2 27"‘7ﬁi’ml]T EleXNa.
Define col{#] } = [0],0]y,..., 0], 1T € R™Ne, then

(@57 (z1)) T Ruex (t) = (27 ¢(21)) " Ryex(t)
= (¥(21) ® (Ryeq (1)) Teol{d] },

where ® represents the Kronecker product. Substituting the
expressions (11) and (12) into the integral equation (10), we
obtain the following general form

T w; _
Ak [ col{]} } = Ok (3)
with

t+kT 4 .
0, = / (2] Qi1 + 4tY (z1) Ry (1)]dT.
+(k=1)T

= | (6o (= 7)) - o0+ 47))

t+kT
P /
t+(k—1)T

where the data collection time is from ¢+ (k—1)T to t+kT.
We cannot guarantee the uniqueness of the solution of (13)
which is only a 1-dimensional equation. We use the least

;
(b(a1) ® <Rlel<f>>>Tdr] ,

squares method to solve the weights over the compact set
Q as in [27]. For any positive integer K, we denote A =
A, A2, ..., Ak] and © = [0y,60s,...,0k]T. Then, we have
the following K -dimensional equation

T w; _
8| ity | =@
If AT has full column rank, the parameters can be solved by

] = (AAT)1AO. (14)

Wi

i
Therefore, the number of collected points K should be satis-
fied K > rank(A) = N,+myN,, which will make (AAT)~!
exist. The least squares problem in (14) can be solved in
real time by collecting enough data points generated from
the explored system (7). The implementation procedures for
subsystems 2 and 3 are same as subsystem 1.

IV. NUMERICAL EXAMPLE

We provide a simulation example to demonstrate the
effectiveness of the optimal control law established for the
weakly coupled system.

We consider a weakly coupled nonlinear system (1) with
the following parameters

[ —1.932%
fu(zr) = | 139421710 ]
I 0
fra(z) = | —4.26221 792 } ’
T —1.322,
for(z) = | 0.95211291 — 1.03212722
faz(w2) = | 0.41329; — 0.42622; |’
[ —1.27422 0
[ 0.753311 70.718$21
go1(x) = 0 ; g22(72) = 0 ’
x1 = [z11,212]" € R? and uy1(x1) € R are the state and

control variables of subsystem 1, and xo = [$21,$22]T S
R? and w99 (z2) € R are the state and control variables of
subsystem 2. The initial state is z(0) = [3.4,2.7,4.3,1.2]T.
The weak coupling parameter ¢ = 0.05. The matrices ) and
R are chosen as

10 10
R:QFQQ:[O 1}’ ng{o 0.05]'

During the simulation, the exact knowledge of the dynamics
is assumed to be completely unknown. We use the estab-
lished algorithm to solve the optimal control problem.

For the subsystem 1

. [ —1.932% —1.27422,
T1= |: —1.394$11$12 0 UIl(xl)’

the weight vectors of the critic and action networks are
represented as
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We choose the activation functions as

o' (1) = [23), 211212, 23] T,
77[11(351) = [$11$123x§2]T

According to the activation functions, we know [V, 01 = 3 and
N} =2, so the simulation can be conducted with K = 10.
The initial weights are set as ©@* = [0,0,0]T and 7! = [2,1]T.
During the learning process, the period time 7" = 0.1s and
the probing signal e; (t) = 3sin(2nt) + 3 cos(2nt) are used.
After 10 samples are obtained, the least squares problem can
be solved. Thus the weights of the networks are updated
every ls. Fig. 1 illustrates the weights evolutions of the
action network 1. The precision € = 10~* is achieved after
52 iterations. At time ¢ = 52s, #'* = [~1.2557, —0.1067]T.

We choose the activation functions for the subsystem 2 as

¢°(2) = [3, T21202, 23],
V2 (22) = [X21222, 235"

As N2 = 3 and N2 = 2, the simulation can be con-
ducted with K? = 10. The initial weights are set as
@? = [0,0,0]" and »?> = [10,2]T. During the learning
process, the period time 7" = 0.1s and the probing signal
ea(t) = 5sin(2nt) + 5 cos(27t) are used. Fig. 2 illustrates
the weights evolutions of the action network 2. The precision
€ = 10™* is achieved after 50 iterations. At time ¢ = 50s,
¥ = [-9.9814,0.0367] .

For the subsystem 3, the weight vectors of the critic and
action networks are represented as

A3 _[~3 A3 A3 a3 a3 31T
w *[W17w23w37w47w53a)6] )
3 _ 53 53 ~3 ~31T
e =07, 05, 08,05 .

We choose the activation functions as

¢3(x) = [x%h T11712, f%% x%p T21%22, $§2]T>

¢3(m) = [96115612,%%2793213322’5552]T

According to the activation functions, we know N2 = 6
and fo = 4, so the simulation can be conducted with
K3 = 10. The initial weights are set as @* = [0,0,0,0,0,0]"
and 7® = [0,—2,2,3]". During the learning process, the

period time T = 0.1s and the probing signals e;(t), ex(t)
are used. After 10 samples are obtained, the least squares
problem can be solved. Thus the weights of the networks
are updated every 1s. Fig. 3 illustrates the weights evo-
lutions of the action network 3. The precision ¢ = 1074
is achieved after 20 iterations. At time ¢t = 20s, 03* =
[0.3830, 0.0533, —0.0899, —0.9548]T.

According to Section III, we obtain the following optimal
control law of the weakly coupled system

ujq(71) + euyy(z)

cuy () + ups(2)

u*(z) =

We use the optimal control law u*(z) to control the weakly
coupled system for 20s. The evolution process of the system
state and control trajectories shown in Figs. 4 and 5. These
simulation results can verify the effectiveness of the integral
PI algorithm.
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Fig. 1. Weights evolutions of the action network 1.

Weight of the action network 2
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Fig. 2.  Weights evolutions of the action network 2.

V. CONCLUSIONS

In this paper, a model-free integral PI algorithm for weakly
coupled nonlinear systems is developed. The optimal control
law is derived using the optimal controllers of the reduced-
order subsystems. To solve the reduced-order HJB equations
related to the subsystems, we use establish a model-free
integral PI algorithm. The actor-critic technique and the
least squares method are used to implement the constructed
algorithm. The applicability of the developed optimal control
law is testified by a simulation example.
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