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Abstract. Large-scale brain knowledge bases, such as Linked Brain
Data, integrate and synthesize domain knowledge on the brain from
various data sources. Although it is designed to provide comprehensive
understanding of the brain from multiple perspectives and multi-scale,
the correctness and specificity of the extracted knowledge is very impor-
tant. In this paper, we propose a framework of relation inference and
relation type identification to solve the upper problem. Firstly, we pro-
pose a quadrilateral closure method based on the network topology to
verify and infer the binary relations. Secondly, we learn a model based
on artificial neural network to predict the potential relations. Finally,
we propose a model free method to identify the specific type of rela-
tions based on dependency parsing. We test our verified relations on the
annotated data, and the result demonstrates a promising performance.
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1 Introduction

Findings of many brain research can be summarized as relations among cog-
nitive functions, brain diseases, and brain building blocks at multiple scales
(brain regions, neurons, proteins, genes, neurotransmitters). Automatic knowl-
edge extraction and synthesis can help to organize knowledge about the brain
covering the whole scientific history, and make use of them through various
analysis methods [17,20]. Although creating a large scale brain knowledge base
is essential, much efforts need to be paid to the correctness of extracted knowl-
edge in the brain knowledge graph since the domain knowledge is used to assist
user to understand the brain and support scientific research. As for relation
extraction, the target sentences can be located according to the co-occurrence of
interested entities [9], but it is hard to determine what kind of relations do the
two entities have. In this paper, we propose a framework to address the above
problems, and apply them to the brain knowledge graph in Linked Brain Data1.
1 Linked Brain Data: http://www.linked-brain-data.org.
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Firstly, we propose a method based on the quadrilateral closure of the net-
work topology to verify and infer the relations. Secondly, we adopt artificial
neural network models to improve the performance of relation prediction. Finally,
we propose a method to extract the type of relations between two related entities
in a specific sentence. It is a model free method which takes the statistic and
syntax feature into consideration, and it can identify the original expression of
relations in sentences.

2 Related Works

The Linked Brain Data (LBD) platform integrates multi-source data on brain sci-
ence to support scientists accessing the brain knowledge in a more comprehensive
way [20]. By using knowledge extraction, representation, and integration tech-
niques, it provides a multi-scale association graph on the relationships among
brain regions, neurons, protein, genes, neurotransmitters, cognitive functions,
and various brain diseases. In order to increase the quality of the domain knowl-
edge, all the extracted knowledge need to be verified. Liu et al. [14] proposes a
method to verify the “isa” relation, but the proposed method is relation specific.
Grigni et al. propose topological inference [8], and the method is designed to
infer specific types of relation for geographical databases. Our method merely
depends on the network topology structure.

The Brain Association Graph highlights to correlated relations among various
domain terms related to the Brain, while many users may prefer to have more
specific types for these domain knowledge. So it is necessary to extract relation
types from the sentences. However, it is hard to summarize all the possible
knowledge manually. Culotta et al. adopt the dependency tree kernel methods
[5], and Zeng et al. use the convolutional deep neural network [19] to classify
the relation types. However, many labeled training data and tedious work for
predefining the relation categories are still needed. We propose a model free
method to extract relations without predefined relation categories so that we
can retain the original relation expression to the most extent.

3 The Indirect Statistical Topology Inference Method

In [21], we adopt the number of common vertices of a vertex pair to assess the
probability of their relation. It is based on a sociology theory that two persons
are more likely to become friends when they have more common friends [11,16].
Due to the current stage for research on the brain, it is impossible to establish
all the knowledge about the brain, and the brain knowledge graph is clearly
incomplete. We may miss lots of information merely depending on the common
vertices algorithm. In order to solve the data sparsity problem, we propose a
method to extend the inference and verification capacity.

In social network research, Easley et al. point out the possibility of two per-
sons become friends even they do not have the same neighborhood friends (and
their data show that some of their neighborhood friends are friends to each
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other) [6]. With this observation as a support, we hypothesize two persons have
higher possibility to become friends when their distinct friends from two sides
respectively have dense relations with each other. We introduce this idea to the
investigation of knowledge graph, and we hypothesize there is a higher proba-
bility of the relation between two vertices when their distinct neighbors have
dense relations. We propose this method as indirect statistical topology infer-
ence (ISTI) which uses the indirectly related network topology and statistical
information to infer the missing knowledge.

In [18], the clustering coefficient is adopted to calculate how well connected
are the neighbors of a vertex in a graph, as shown in Eq. (1). ki is the degree of
a vertex and ti is the number of edges among its neighbors [18]. Based on it, we
propose a method to calculate clustering coefficient of a relation. As shown in
Eq. (2), kij is the number of vertices connected with the vertex pair (i and j) and
tij is the number of edges among its neighbors. After getting the experimental
result, we find merely calculating the clustering coefficient of a relation is not
adequate for ISTI, because some of the relations only come from the neighbor
set of one vertex. For example, the set of friend of person A has very dense
relations while the set of friend of B has not, but the clustering coefficient of this
vertex pair is high. In order to solve the imbalance of single side relations, we add
another factor to calculate the relations spanning two sets. As shown in Fig. 1,
the adjacency matrix represents the whole structure of the knowledge graph. The
sub matrix represents the relations in the neighbors of a relation, and the span
matrix represents the relations spanning two sets. In Eq. (3), sij is the number
of edges spanning two groups of neighbors. For example, as shown in Fig. 2,
Schizophrenia and Left planum temporale just have 4 common vertices which is
relatively a low value, but the neighbor vertices of the Left planum temperate
has 1730 connections with the neighbor vertices of the Schizophrenia. In this
case, we feel more confident to ensure the relation between the two vertices.

Fig. 1. The relations among the adjacency matrix, sub matrix and span matrix of
network topology where the black circles represent the central vertex pair
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Fig. 2. An example of the verified relation between the Left planum temporale and
Schizophreria

Algorithm 1. Calculating the span and sub matrix
Require: The adjacency matrix of entities and relation list
Ensure: The submatrix, spanmatrix and relation clustering coefficient

procedure Span(String[][] matrix,List relation)
initialize subList, spanList1, spanList2
for i ← 0, relation.length − 1 do

(x, y) = findRows(relation.get(i))
sublist.add(x, y)
sublist1 = findNeighbors(x)
sublist2 = findNeighbors(y)
spanlist1 = removeUnspanedEle(sublist, sublist1)
spanlist2 = removeUnspanedEle(sublist, sublist2)
generateSubMat(matrix, submatrix, sublist)
calculatePairClustering(submatrix)(submatrix)
calculateSpan(spanlist1, spanlist2)

end for
end procedure

ci =
ti
C2

ki

(1)

cij =
tij
C2

kij

(2)

c′
ij =

sij
C2

kij

(3)

If we merely adopted common vertices approach, this relation would be
regarded as an unconfident one. As demonstrated in Algorithm1, we first find the
sub matrix which consists of the neighbors of a specific relation, and in terms
of the topology structure of the whole group, we can identify those relations
spanning two sub groups. After adopting the ISTI, we can find some knowledge



Relation Inference and Type Identification Based on Brain Knowledge Graph 225

missed by the common vertices based inference. In fact, the ISTI is based on the
quadrilateral closure where the relations form a quadrilateral relations in the
complex network.

4 The Neural Network Prediction Model

As mentioned above, we can verify and infer the relations according to the whole
graph topology. However, the strengths of the existing relations are various.
According to [7,15], we hypothesize the more frequent relations represent the
stronger ties. If two vertices, B and C, both have strong ties to A, then B and C
have high possibility to have a relation with each other [7]. The relation strength
becomes a considerable problem, so we apply the above theory to the knowledge
graph. We first adopt the neural network to learn a model of triadic closure
in our knowledge graph where the frequency represents the probability of the
potential relation to some extent. According to [2], the neural network has strong
capacity to fit linear and nonlinear problems. However, the input dimensions are
various to different relations, so we add a pre-processing module before putting
data to the neural network.

Fig. 3. An example of relation infer-
ence between the Leukodystrophy and
Krabbe disease based on the neural
network model

Fig. 4. The comparative study of pre-
diction results with different methods

We apply this model to infer the potential relations. For example, the Krabbe
disease and Leukodystrophy is not connected directly in this graph. However,
according to [12], the Globoid Cell Leukodystrophy (GLD) is also known as
Krabbe disease. It means the above two diseases are very closely related. As
shown in Fig. 3, these two diseases just have two common vertices, but their
connections with the GALC are very strong (the labels on the edges represent
the co-occurrence frequency of two vertices).
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5 Type Identification for Open Relation Extraction

Since the brain knowledge graph contains various domain terms, and the type of
relations among them cannot be completely predefined. This is an open relation
extraction problem without predefined relation categories [1]. We want to extract
relations from the scientific literatures directly without manually predefined rela-
tion categories to realize the maximum retention of the original information. We
adopt Stanford dependency parser to find the dependency path [4]. Compared
with the work in [3], we take the dependency direction into consideration so that
we can find the high level ancestor nodes in the dependency tree.

Generally, many entity pairs have more than one common ancestor nodes. We
propose three methods to select a representative word. The first method, named
as nearest ancestor method, only considers the ranking of common ancestors
in the dependency parsing tree, and the lowest ancestor is the candidate to be
chosen. For example, in the sentence “Some familial Alzheimer’s disease (AD)
cases are caused by rare and highly-penetrant mutations in APP, PSEN1, and
PSEN2.” [10], for a binary relation, the target entities are Alzheimer’s disease
and APP, and the relation type “caused” is identified correctly. However, some-
times the first method fails. For example, in the sentence “The involvement
of adenosine in the pathophysiology of mood disorders was first proposed when
increases in endogenous adenosine levels led to behaviour consistent with learned
helplessness and behavioural despair in laboratory animals.” [13], the adenosine
and mood disorder are target entities. According to the dependency parsing,
their nearest ancestor is “of”, so the word “of” is taken as the relation about
them in this sentence. However, instead of “of”, the word “involvement” is more
appropriate to express the relation between them in this sentence.

For the second method, in addition to the above syntactic feature, we add
the statistic feature to rearrange the relation candidates. According to the search
results returned from the Microsoft Bing search engine, we use Eq. (4) to calcu-
late a score for the ranking.

score = P (o|s, pr) × P (s|pr, o) (4)

score =
t− r

t
P (o|s, pr) × P (s|pr, o) (5)

As shown in Eqs. (4) and (5), s and o represent the subject and object respec-
tively. t represents the total number of relation candidates. The r represents the
initial ranking in the set, and pr represents the member with the corresponding
ranking.

The third method is based on Eq. (5). The ranking information is a penalty
term, and the top ranked members have the priority to get a high score. The
score represents the score of a candidate word. After they are ranked according
to the score, the first member, with the highest score, can be considered as the
relation. The triple <adenosine, involvement, mood disorder> is what exactly
the above example describes. Compared with the first method, this method
introduces some statistic features to adjust the ranking of candidates. However,
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it does not take the syntax structure into consideration, which leads to the lost of
syntax features. We find if we use Eq. (5) to increase the weight of closer ancestor
node, the result can reflect information from both statistical and syntactical
perspectives. Finally, we combine the above three methods to extract the words
which represent the relation types among the two vertices in the sentences.

6 Experiment

6.1 The ISTI Experiment

The experimental data consists of 16,890 vertices and 265,946 relations. We use
them as seeds to generate 142,627,605 possible relations. We set 1,000 edges as
the threshold to filter out the relations with low credibility. As shown in Table 1,
Relation represents the number of edges among the neighborhood vertices of an
entity pair. Span means the relations spanning two groups of neighbors. E2 and
E3 denote the results calculated by Eqs. (2) and (3) respectively.

Table 1. Some examples of the entity pairs and their parameters

Entity1 Entity2 Relation Span E2 E3

Movement [function] CA2 [region] 145727 185842 0.0485 0.0618

Alzheimer [disease] CA2 [region] 139024 182551 0.0482 0.0633

Alzheimer [disease] Storage [function] 131850 181436 0.0552 0.0759

We randomly select 100 verified relations from existing relations about brain
regions, brain diseases and cognitive functions, and we manually check the above
samples. The method of Eq. (2) has the precision 80 %, and the method of Eq.
(3) get the precision 88 %. Using the number of spanning relations can get the
best performance, namely, with the precision of 93 %. The reason for Eq. (3) not
getting the best result is that the existing relations are not complete in the brain
knowledge graph. The ratio of spanning relations cannot work well in a sparse
network.

6.2 The Neural Network Prediction Experiment

We adopt the multilayer perceptron (MLP) with 3 hidden layers and sigmoid
function, and we earn the average deviation 2.01 % without considering the data
organization factor. In our experiments, different formats of the input data cause
different results with the same method, and we compare 3 kinds of input formats
in the pre-processing modules, as shown in Fig. 5. According to the experimental
result, dividing the data into the different part is beneficial for the generalization
of the neural network model, especially for avoiding the significant deviation. As
demonstrated in Fig. 4, BP1 and BP2 represent the input data follows different
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Fig. 5. The pre-processing module and the neural network in our method

mixed forms, while BP represents the data divided as follows. We divide the
input nodes into two symmetrical groups where the first group is used to receive
one edge of every triadic closure with the same common edge. It divides the
input area into two parts corresponding to the two edges of each triadic closure.
The result shows the average deviation of the neural network is 1.44 %, better
than multi-linear regression (3.64 %). We randomly select 30 test samples with
the above model, as shown in Fig. 4. According to the results, we found that the
performance of the neural network can be changed by changing the organization
form of input data. It can improve the performance of prediction that the fixed
input nodes are used to receive the fixed attribute data.

6.3 The Type Identification Experiment

The extracted predicate candidates are ranked according to the score, the candi-
date which has the highest score, can be considered as the relation to be chosen.
Table 2 shows the results by merely considering the syntactic ranking informa-
tion. As shown in Table 3, E4 represents the results after ranking according to
Eq. (4). As illustrated in Table 3, for E5, We use Eq. (5) to increase the weight
of ancestor nodes in lower levels, and the result can reflect information from
both statistical and syntactical perspectives. We randomly select 100 sentences
where the portion of the correct relations are 23 %, 25 % and 42 % by the nearest
ancestor, Eqs. (4) and (5) respectively.

Table 2. The extracted candidates based on the nearest ancestor method

Subject Predicate Candidates Object

Tyrosine Affect Affect; show; expand Prion disease

Adenosine Of Of; involvement; proposed Mood disorder

APP Caused Caused Alzheimer

Nitric Oxide Leads Leads; suggest; Brain edema

Olfactory Nerve Contain Contain Photoreceptor cell
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Table 3. The extracted candidates based on Eqs. (4) and (5)

Subject E4 E5 Object

Tyrosine Affect; expand; show Affect; show; expand Prion disease

Adenosine Involvement; proposed; of Involvement; of; proposed Mood disorder

APP Caused Caused Alzheimer

Nitric Oxide Suggest; leads Leads; suggest Brain edema

Olfactory Nerve Contain Contain Photoreceptor cell

7 Conclusion and Future Work

This paper proposes a framework to solve the problems of relation verification,
inference and relation type identification. Firstly, we propose a method based
on the quadrilateral closure to verify and infer the relations of the brain knowl-
edge graph. Secondly, we adopt the neural network to learn a model to infer
relations. Finally, we propose a model free method to extract the relations from
natural language sentences without predefined relation types. In order to make
the relation type representation more consistent, in the future, we will investi-
gate on unsupervised methods to classify the extracted original relations into
automatically generated categories.
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