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ABSTRACT 

Mining topics in short texts (e.g. tweets, instant messages) can 

help people grasp essential information and understand key 

contents, and is widely used in many applications related to social 

media and text analysis. The sparsity and noise of short texts often 

restrict the performance of traditional topic models like LDA. 

Recently proposed Biterm Topic Model (BTM) which models 

word co-occurrence patterns directly, is revealed effective for 

topic detection in short texts. However, BTM has two main 

drawbacks. It needs to manually specify topic number, which is 

difficult to accurately determine when facing new corpora. 

Besides, BTM assumes that two words in same term should 

belong to the same topic, which is often too strong as it does not 

differentiate two types of words (i.e. general words and topical 

words). To tackle these problems, in this paper, we propose a non-

parametric topic model npCTM with the above distinction. Our 

model incorporates the Chinese restaurant process (CRP) into the 

BTM model to determine topic number automatically. Our model 

also distinguishes general words from topical words by jointly 

considering the distribution of these two word types for each word 

as well as word coherence information as prior knowledge. We 

carry out experimental studies on real-world twitter dataset. The 

results demonstrate the effectiveness of our method to discover 

coherent topics compared with the baseline methods. 
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1. INTRODUCTION 

Short texts such as tweets, instant messages and advertisements, 

are widespread in Web environment. Mining topics in these texts 

can help us understand the key contents implied and facilitate 

many applications like user profiling [8], recommendation [1, 10], 

information diffusion and influence analysis [13, 16] and so on. It 

is more challenging to mining topics in short texts than that in 

normal long documents as the data is sparse and usually noisy as 

well. Traditional topic models like PLSI [5], LDA [2] and HDP 

[6] represent documents as a mixtures of topics and capture the 

document-level word co-occurrence patterns to reveal topics. 

These methods often suffer from data sparsity when facing short 

texts.  

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 

not made or distributed for profit or commercial advantage and that copies 

bear this notice and the full citation on the first page. Copyrights for 
components of this work owned by others than ACM must be honored. 

Abstracting with credit is permitted. To copy otherwise, or republish, to 

post on servers or to redistribute to lists, requires prior specific permission 
and/or a fee. Request permissions from Permissions@acm.org. 

CIKM'16 , October 24-28, 2016, Indianapolis, IN, USA  

© 2016 ACM. ISBN 978-1-4503-4073-1/16/10…$15.00  
DOI: http://dx.doi.org/10.1145/2983323.2983898 

Several models have been proposed specifically for mining 

topics in short texts. Traditional methods [9, 16] adopt the 

“aggregation strategies” which combine short texts together as 

pseudo documents and then use conventional topic model like 

LDA for topic detection. These strategies make conventional topic 

models perform better than using them directly in short texts. As 

these methods did not really model the short texts, their 

performances vary with datasets and aggregation strategies. To 

model short texts, non-negative matrix factorization is used to 

exploit global word co-occurrence, which is proved useful in 

practice [18]. The Biterm Topic Model (BTM) [17] further 

extends it to a more principle approach by modeling the 

generative process of word co-occurrence patterns in corpus, 

which avoids the problem of data sparsity at document-level. The 

BTM model performs well in both short and normal texts. There 

are also some other models designed specifically for tweets. 

Twitter-LDA [19] and Twitter-BTM [4] incorporate user 

information into a LDA variation and the BTM respectively. 

However, all the above models need to specify the topic number 

manually, which is difficult to accurately determine when facing 

new corpora. 

As one of the state of the art methods focusing on general-

domain short texts modeling, BTM lacks the ability to 

differentiate general words and topical words, which may affect 

the detection of true topical words. The distinction is both 

important and effective in practice for topic modeling [4, 19]. 

Twitter-BTM attempts to address this issue by considering user’s 

preference between the two word types in twitter environment. 

However, it models the two words within same biterm separately 

without considering their coherence information. Twitter-LDA 

only differentiates the two word types at the corpus level, and 

lacks a more fine-grained distinction of them for different words. 

Besides, both Twiter-LDA and Twitter-BTM are not applicable to 

topic detection in short texts without user information. 

To tackle the above issues in topic mining for short texts, in this 

paper we propose a non-parametric coherent topic model (npCTM) 

that differentiates general words and topical words at the word 

level and incorporates word coherence information as prior 

knowledge for differentiation. On the basis of the BTM model, we 

first incorporate the Chinese restaurant process (CRP) [7] to 

determine topic number automatically in our model. As different 

words may prefer different word types, we directly model the 

distribution of the word types for each word. We also incorporate 

the word coherence information at the corpus level using point 

mutual information (PMI). We then distinguish general words 

from topical words by jointly considering the distribution of the 

two word types for each word and using word coherence 

information as prior knowledge. Experimental results on real 

world twitter dataset demonstrate that our method performs better 

in discovering coherent topics than the baseline methods. 
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2. Proposed Method 

In this section, we first give a brief introduction of the non-

parametric statistical method CRP. Then we propose how to 

acquire word coherence knowledge from corpus. Finally, we 

present our non-parametric topic model npCTM and the 

parameters inference of the model. 

2.1 Chinese Restaurant Process 

The Chinese restaurant process is a distribution on partitions of 

integers. The CRP works according to the following metaphor: 

imagine a sequence of customers entering a restaurant with 

infinite tables. When the nth costumer enters, she sits at an 

occupied table with probability proportional to the number of 

previous customers sitting there, and at an unoccupied table with 

probability proportional to α. The cluster assignments under the 

CRP distribution are exchangeable, which means the probability 

of a particular seating configuration does not depend on the 

customers’ arriving order. 

Let zi be the index of the table where the ith customer sits and 

z-i
 
 be all the other customers’ seats. Let mk denotes the number of 

customers sitting at table k and m be the total number of 

customers. Let K be the number of tables where mk > 0 and α be 

the parameter of CRP. The probability of customer i sitting at 

each table is represented as follows: 
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2.2 Acquiring Word Coherence Knowledge 

We follow the idea of BTM [17] which models the word co-

occurrence patterns directly by turning original texts into biterms, 

and represents biterms as unordered word-pairs co-occurring in 

the same context. In addition, to differentiate general words (G) 

and topical words (T) in biterms, we extract word coherence 

information from corpus, use this information as prior knowledge 

and incorporate it into our model. 

A document containing n words will be converted into 𝐶𝑛
2 

biterms. There are three types of biterms  G-G, G-T (or T-G), and 

T-T in our method. Intuitively, the representative words of each 

topic tend to co-occur more frequently, indicating that biterms of 

the T-T type could have higher coherence values than those of the 

G-T, T-G and G-G types. For two words wa and wb in a biterm, 

we use PMI as the coherence measure and compute their PMI 

value from the corpus as follows: 
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where ( , )a bP w w
 
is the probability of wa and wb co-occurring in the 

corpus, and ( )aP w and ( )bP w
 
are probabilities of wa and wb 

occurring in the corpus respectively. 

Then we use sigmoid function to convert the PMI of words 

within each biterm into a probability value which reflects the 

word coherence in our method. For biterm bi containing words wa 

and wb, this probability 𝜂𝑏𝑖
 can be acquired as follows: 
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2.3 The npCTM Model 

We now present our non-parametric topic model npCTM. Our 

method uses CRP as a non-parametric prior to determine the topic 

number. To distinguish general words from topical words, our 

model captures both the global coherence information of a biterm 

and the distributions of the word type information within the 

biterm. For each biterm bi, we consider both the probability 𝜂𝑏𝑖
 

and the distribution of the word types for each word in bi. Each 

word in bi either belongs to a certain topic or the background topic 

reflecting the distribution of general words. Specifically, given a 

biterm bi ,we choose its topic zi based on CRP. As 𝜂𝑏𝑖
 reflects the 

coherence of words within bi and higher value of 𝜂𝑏𝑖
 indicates bi is 

more likely to belong to the T-T type. So with probability 𝜂𝑏𝑖
 we 

set the topic of the words in bi to zi. With probability 1 − 𝜂𝑏𝑖
, we 

determine the word types of words in bi separately. We use the 

word type distribution 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝜇𝑤𝑖,𝑗
) to determine whether a 

word in bi belong to the topic zi or to the background topic. The 

generative process of our model is as follows: 

1. Draw background word distribution 𝜙𝐵~𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(𝛽) 

2. For each word w, draw 𝜇𝑤~𝐵𝑒𝑡𝑎(𝜆1, 𝜆2) 

3. For each biterm bi , 𝑖 ∈ [1, N] 
a) Draw topic 𝑧𝑖~𝐶𝑅𝑃(𝛼) 

b) If 𝑧𝑖 is a new topic,  

– draw topic word distribution 𝜙𝑧𝑖
~𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(𝛽) 

c) Draw 𝜌𝑖~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝜂𝑏𝑖
) 

d) If 𝜌𝑖 = 1, 

– draw 𝑤𝑖,1, 𝑤𝑖,2~𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜙𝑧𝑖
) 

If 𝜌𝑖 = 0, 

– For each word  𝑤𝑖,𝑗 , 𝑗 = 1, 2 

i. 𝜅𝑤𝑖,𝑗
~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝜇𝑤𝑖,𝑗

) 

ii. If 𝜅𝑤𝑖,𝑗
= 1, draw 𝑤𝑖,𝑗~𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜙𝑧𝑖

) 

If 𝜅𝑤𝑖,𝑗
= 0, draw 𝑤𝑖,𝑗~𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜙𝐵) 

2.4 Parameters Inference 

We adopt collapsed Gibbs Sampling, a widely used inference 

method based on Markov chain Monte Carlo algorithm, to 

estimate the parameters of our model. Gibbs sampling cycles 

through the variables and estimates them alternatively. Each time 

the method replaces the value of one variable by a value drawn 

from the distribution of that variable conditioned on the values of 

the remaining variables. As conjugate prior is used in our model, 

we adopt collapsed Gibbs sampling to integrate out some  

variables which can simplify the sampling procedure. 

In our model, we need to sample topics 𝑧 ={z1, …, zN} for each 

biterm b1, …, bN. The topic-word distributions 𝜙 and word type 

parameter 𝜇  can be updated based on the sampling results. To 

perform Gibbs sampling, we first initialize these variables for the 

Markov chain randomly. For simplicity, let 𝛩 be the variables 

except 𝑧 and 𝑚𝑧𝑖
 be the number of biterms belonging to zi. We 

can sample 𝑧 as follows: 

( | , , ) ( )

( | , , ) (4)

( | , , ) ( )

iz i i i

i i i

i i i

m P b z z t is an existing topic

P z t b z

P b z z t is a new topic










  







 
 

Based on the generative process of our model, ( | , , )i i iP b z z   
can be split into four parts, with each part listing in one line below: 
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The four parts correspond to the four word type combinations 

T-T, T-G, G-T and G-G respectively. To simplify the computation, 

the above formula (5) can be represented as: 
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    So we can sample the corresponding topic of each biterm 

according to formula (4) and (6). Then based on the values of the 

four parts in formula (5), we can sample the word type 

information for each biterm. With the word type information and 

the topic information of each biterm, we can update 𝜙 and 𝜇 as 

follows: 
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where 𝑛𝑤𝑖,𝑗|𝑧𝑖
 and 𝑛𝑤𝑖,𝑗|𝐵 denote the numbers of 𝑤𝑖,𝑗in topic 𝑧𝑖 and 

background 𝐵  respectively, and V denotes the vocabulary size, 

and 𝑙𝑤𝑖,𝑗,1  and 𝑙𝑤𝑖,𝑗,2 denote the numbers of 𝑤𝑖,𝑗  belong to the 

topical word type and general word type respectively. 

3. EXPERIMENTS 

We evaluate the performance of our proposed model for short 

texts.by comparing it with the baseline methods under the typical 

topic coherence measures. 

3.1 Experimental Setup 

Dataset. We use a public twitter dataset collected in June 2011 

through twitter API [14]. We only keep English tweets. We 

remove stop words as well as words with extremely high 

frequency, since similar to stop words, these words will influence 

the performance of topic models. We also remove words 

occurring less than 20 times as they can hardly represent the topic 

information. We then filter out tweets with one or two words and 

convert the letters of all tweets into lower case. We randomly 

sample 300,000 tweets used for training topic models and use 

3,101,271 tweets left as reference dataset for the topic coherence 

evaluation task . 

Baseline Methods. We compare our npCTM model with four 

baseline methods. They are LDA, BTM, HDP, and npCTM-UB. 

LDA is a classic topic model which has been widely used. BTM is 

a representative topic mining method for short texts. HDP is a 

widely used non-parametric topic model based on Dirichlet 

process. We also compare our model with npCTM-UB, which is a 

simplified version of our npCTM model without the background 

topic. 

Parameter Setting. In our model, we set the parameter values 

𝛼 = 10, 𝛽 = 1 and 𝜆1 = 𝜆2 = 1 . For npCTM-UB, we use 𝛼 =
10 and  𝛽 = 1. The initial topic number of both models is set to 

300. We choose a relative large initial topic number and the model 

will change it to a proper value by the sampling process. As LDA 

and BTM could not determine the topic number automatically, we 

choose three topic numbers for them. Their topic numbers K are 

set to 20, 50 and 80 standing for relatively small, medium and 

large topic numbers respectively.  For LDA, we set 𝛼 = 1/𝐾 and 

𝛽 = 1/𝐾. For BTM, we use the settings in [17], that is 𝛼 = 50/𝐾 

and 𝛽 = 0.01. For each model above, we run Gibbs sampling 300 

times. We use the HDP model with a variational inference 

algorithm. We set the first level concentration 𝛼 = 1 and the 

truncation number K=150. We set the second level concentration 

𝛽 = 1 the second level truncation T = 15.  

3.2 Evaluation of Topic Quality 

A traditional way to evaluate topic models is comparing the 

perplexity or marginal likelihood on a held-out test [2, 15]. Recent 

study [3] shows that these evaluation metrics could not test the 

interpretability of topics very well. Besides, our model optimizes 

the likelihood of word occurrences directly, which is different 

from models like LDA. Recent work [11, 12] shows that topic 

coherence measures could assess topic quality very well. Thus we 

evaluate the quality of topics t based on PMI and LCP as 

mentioned in [12]. 
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We evaluate our method and the baseline methods using the 

average PMI score and LCP score of the detected topics. For each 

topic, we use the top L words for topic coherence evaluation. In 

our experiment, L is set to 5 and 10. After the sampling process, 

we omit topics with less than 10 biterms, as these topics contain 

too limited information to form any meaningful topics in practice. 

Our model finally discovers 53 topics in this experiment. The 

results on the comparison of topic coherence for each method are 

shown in Table 1. We can see that both LDA and HDP did not 

perform well because these two models were not designed for 

short texts and their model performances were affected by the 

sparsity of data. BTM performs better, but its topic coherence 

score varies with the predefined topic numbers. We can see that 

our npCTM-UB performs slightly better than BTM. Our npCTM 

model achieves the best results among all the models under the 

PMI measure and LCP measure when L=5, demonstrating the 

advantage of differentiating general and topical information. 

Generally, the experimental results demonstrate that our model 

performs better than the baseline methods and produces more 

coherent topics. The results also reveal that our model can 

automatically determine a proper topic number through the 

sampling process. 

Table 2 illustrates the top 10 words of the football topic 

produced by our model and BTM. The non-representative topic 

words are marked bold. The example shows that our model 

derives relatively more coherent topics than BTM with different 

settings. 

4. CONCLUSIONS 

Mining topics in short texts is an important technique for 

information retrieval and text processing, and has been widely 

used in many applications. Existing methods either suffer from the 

data sparsity problem or need to specify a fixed topic number in 

advance. In this paper, we propose a non-parametric topic model 
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Table 1. Results on the comparison of topic coherence for each method 

Method LDA BTM HDP 
npCTM

-UB 
npCTM 

Topic Number 20 50 80 Average 20 50 80 Average 150 44 53 

PMI 
L=5 -5.74 -4.97 -5.76 -5.49 4.01 6.07 3.93 4.67 -3.77 6.54 9.65 

L=10 -32.22 -36.85 -43.10 -37.39 6.39 13.85 9.67 9.97 -24.48 14.46 20.61 

LCP 
L=5 -43.88 -46.24 -47.79 -45.97 -35.68 -36.42 -37.66 -36.59 -40.68 -34.84 -33.49 

L=10 -269.64 -288.75 -301.65 -286.68 -235.67 -236.74 -240.02 -237.48 -246.32 -233.82 -234.48 

Table 2. Illustration of top 10 words of the football topic 

BTM npCTM 

football season win team play state nfl college open top  (k=20) 

football team nfl win season play sports fans fantasy top  (k=50) 

football season nfl team college play state win sports fantasy (k=80) 

football season team college nfl sports fans beat tickets 

games 

which can distinguish general words from topical words by jointly 

considering the distribution of these two word types for each word 

as well as using word coherence information as prior knowledge. 

We carry out empirical studies on real-world twitter dataset. The 

experimental results show that our model can automatically 

determine a proper topic number and discover coherent topics 

more effectively compared with the baseline methods. 
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