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Abstract— Endoscopic Endonasal Approach (EEA) surgery,
as a minimally invasive technique, is now the preferred treat-
ment for most pituitary and skull base tumors. This procedure
uses the nostrils as natural corridors to remove relevant lesions,
which requires a high level hands-on skills and rich clinical
experience. With the aid of virtual reality technology, virtual
surgical environments can provide a new solution for surgical
training, planning, and rehearsal. In this paper, a multi-modal
interactive system for EEA surgery simulation is presented. Due
to the complex surgical procedures, the bone drilling task is
identified as the core part for neurosurgeons to train and build
their skills. A multi-modal interactive system providing visual,
haptic and audible feedback is developed for bone drilling task.
Besides, a customized 3-DOF haptic interface is utilized to
control a virtual drill in the virtual environment rendered with
patient-specific preoperative image data set. The preliminary
experiment shows that this multi-modal interactive system can
provide an immersive experience for neurosurgeons to perform
the bone drilling task in a cost effective way.

I. INTRODUCTION
EEA surgery, as a minimally invasive surgery, is now the

preferred treatment for most pituitary and related skull base
tumors in neurosurgery. This approach uses the nostril as
natural surgical corridors to remove tumors avoiding or min-
imizing critical structure manipulation which is inevitable
with conventional neurosurgical incisions. However, safe
execution of endoscopic interventions requires a high degree
of familiarity with the individual patent anatomy and a high
level of surgical skill. Although cadaver dissection allows
residents to become acquainted with anatomy, dissections can
not incorporate the broad anatomic variation and pathology
seen at surgery. Besides, it is also subject to site constraints,
time restrictions and no replication. Neurosurgeons are faced
with the challenge of learning, planning and performing
increasingly complex surgical procedures in which there is
little room for error [1], [2], [3].

With the development of virtual reality technology, virtual
surgical environment which can be physically interacted with
through a haptic interface now can provide an immersive ex-
perience for users. Some kinds of virtual surgical simulators
such as the Mentor series from Simbionix Corporation have
been successfully commercialized and utilized to perform
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minimally invasive surgery and interventional procedures.
The LAP Mentor (laparoscopic simulator) enables surgeons
to practice laparoscopic skills and suturing through basic
and advanced procedures on a robust ergonomic platform
with tactile feedback. Simulators for rhinology and neu-
rosurgery are also reported in the literature [4], [5], [6].
In 2009, Sachin Parikh et al. developed a novel method
of automatically constructing 3D visuo-haptic models of
patients’ anatomy from preoperative imaging data for sinus
surgery. This surgical environment incorporated a modified
haptic interface (Geomagic Touch, 3D Systems) to drive
the virtual endoscope [7]. In 2012, a commercial simulator,
NeuroTouch-Endo neurosurgical simulator developed by the
National Research Council of Canada was announced. This
virtual simulator was developed for training and perfecting
surgical techniques for trans-sphenoidal approaches to the
sella turcica and cranial base, which incorporated a stereovi-
sion system, bimanual haptic tool manipulators and high-end
computers. These two haptic tool manipulators are also from
modified haptic devices (Geomagic Touch, 3D Systems) [8].

However, the multipurpose haptic device is still not ideal
choice for one particular surgery simulation. End effectors,
degrees of freedom and workspace dimensions usually differ
widely as the requirement of surgery. For EEA surgery,
the surgical tool is inserted into the nasal cavity through
the narrow nostril. With a general 6-DOF haptic device,
the free motion of the haptic handle does’t correspond to
the constrained motion when performed in the operation.
Although the modified haptic device can be held within a
mannequin ”nostril” to constrain the motion, the modified
physical handle changes the dynamic characteristics of the
haptic device resulting in a high-inertia handle.

To address these problems, a multi-modal interactive
system for EEA surgery simulation has been developed.
The multi-modal interactive virtual environment is developed
based on Computer Haptics and Active Interface (CHAI3D)
framework, which is an open source set of C++ libraries
for computer haptics, visualization and interactive real-time
simulation [9]. This interactive system provides visual, haptic
and audible feedback for users bringing them an immersive
experience. The main purpose of this paper is to explore
the probability of multi-modal interaction based on virtual
reality and provide an EEA surgery simulation platform in
an accessible and cost effective way.

The remainder of this paper is organized as follows.
Section II gives a brief overview of EEA surgery and
presents the corresponding requirements. In Section III, the
design and control of the haptic interface are presented.
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Some key advantages are highlighted with a comparison.
The development of multi-modal interactive environment for
EEA surgery simulation is presented in Section IV in detail.
Section V shows the result of a preliminary experiment.
Finally, the discussion and conclusion are given in Section
VI.

II. SURGICAL TRAINING TASKS
A. EEA Surgery

The endoscopic endonasal approach is a minimally in-
vasive surgical technique for the removal of sellar and
parasellar lesions. This operation utilizes the nostril as nat-
ural surgical corridors to remove tumors, thereby avoiding
or minimizing brain and cranial nerve manipulation and
decreasing the length of hospital stay and recovery. The
standard surgical technique is composed of three main time
phases: the nasal, sphenoid, and sellar phase. First, the en-
doscope is inserted through the chosen nostril and advanced
up to the sphenoethmoid recess, where the sphenoidotomy is
performed. The sphenoid phase consists of the detachment
of the nasal septum from the sphenoid rostrum, the anterior
sphenoidotomy, removal of the sphenoid septum or septa, and
identification of the landmarks inside the sphenoid sinus. In
the sellar phase, an opening of the sellar floor is performed
for removal of the lesion. The procedure ends with the
reconstruction of the sella and removal of the endoscope
from the nostril, without any postoperative nasal packing [1],
[10].

B. Core Technical Skill

Endoscopic skills training can be quite complex due to the
unfamiliar anatomy and ergonomics involved. Therefore, it
is essential to identify the core techniques required in this
procedure as the main training task [11]. During the surgical
operation, all three main time phases aim to open the corridor
and get access to the sellar lesions. Some key procedures are
summarised as follows.

• Sphenoid Phase: separate the nasal septum from the
sphenoid rostrum.

• Sphenoid Phase: enlarge the anterior sphenoidotomy.
• Sphenoid Phase: remove the sphenoid septa.
• Sellar Phase: open the sellar floor.
Therefore, the removal of bony structure is inevitable and

a high speed, long micro drill is most frequently utilized.
Meanwhile, special attention should be given when enlarging
the anterior wall of the sphenoid because the bony promi-
nence of the carotid artery and the optic nerve can not be
observed until the whole removal of the anterior wall of the
sphenoid sinus. During the sellar phase, the membrane under
the sellar floor need to be kept from penetration. The bone
structure of sellar floor must be grind by the drill little by
little. These procedures are shown in Fig. 1 and it is worthy to
note that the membrane is intact. In real surgical operations,
haptic feedback and audio feedback can offer the information
of the bone thickness to the surgeons avoiding the penetration
[12], [13]. To reduce the risk incurred by patient, the surgeon
must be skilled and well-prepared. But in fact, it takes time to
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Fig. 1. Bone drilling task in EEA surgery. A, drilling the anterior wall of
sphenoid bone. B, removal of the anterior wall of sphenoid. C, drilling the
sellar floor. D, removal of the sellar floor

develop sensorimotor skills and traditional training methods
are costly and low-efficiency.

C. Requirement

Patient-specific 3D modeling of the anatomy is essential
for preoperative rehearsal. The condition varies considerably
to different patients. The surgical corridor should be carefully
chosen based on the preoperative imaging data. Thanks to
both the advent of high resolution imaging techniques and
the development of medical image processing techniques,
patient-specific 3D modeling of the anatomy is easily acces-
sible with the help of commercial image processing software.
The patient-specific virtual surgical environment is required
for preoperative planning and rehearsal. In EEA surgery, long
and slim surgical tools such as endoscopy, aspirator and
micro drill are inserted into the patient through his or her
nostril. The motion of tools are constrained by the narrow
nostril and then the tool can only rotate about the nostril
and slide along the radial direction. A pen based end-effector
with three degrees of freedom is appropriate to EEA surgery
simulation. The workspace is determined by the lesion region
(midline of skull base) applied through endoscopic endonasal
approach, which is no more than 100 millimeters. The initial
contact force with the bony structures is usually larger than
three Newtons [14]. In addition, the drilling sound is another
aspect to help surgeons adjust the power of the drill. The
whole detailed requirements for a multi-modal interactive
EEA surgery simulation are shown in Table I.
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TABLE I
REQUIREMENTS OF EEA SURGERY SIMULATION

Interactive Mode Requirements

Visual patient-specific model

3 DOFs
Haptic radius 100mm

feedback force larger than 3N

Audio drilling sound

III. CUSTOMIZED HAPTIC INTERFACE

A. Design

Although commercially multipurpose haptic devices have
been modified and integrated into some surgical simulators,
some problems still exist as mentioned in Introduction.
To address these problems, a customized haptic interface
has been developed for the endonasal endoscopic approach
surgery simulation, controlling the slim surgical tools and
reserving the handling characteristics as in the real op-
eration. Degrees of freedom of the haptic interface, as a
serious consideration of the handling characteristics, were
determined to three (pitch, yaw, radial) because the narrow
nostril constrains two translational degrees of freedom. In
addition, the spin degree of freedom along the tool handle
is dispensable. A 2-DOF parallel gimbal mechanism for
pitch and yaw and 1-DOF linear motion guide for slide are
adopted in order to make it compact. The details of this
haptic interface can be found in [15].

B. Control

An impedance controller was developed and the control
block diagram was shown in Fig. 2. The virtual object
was assigned appropriate stiffness and damping indicated as
environment impedance ZV E . In view of the handle of the
haptic device is mainly manipulated along the radial axis,
the gravity compensation force Fc was calculated along the
radial axis.

In addition to the contact force, the vibration is also a
key aspect of haptic sensation associated with bone drilling.
Experienced neurosurgeons can sense the change of contact
force and the drill speed as the vibration changes. Besides,
the vibration is also an indicator of drill running, reminding
the surgeon not to contact with the tissue which is not
involved. In order to control the drilling speed, a foot pedal,
which is used as a speed controller in the operation room,
is employed in the simulation. The vibration is generated
applying a sine waveform whose amplitude is modulated
with the amplitude of contact force.

C. Advantages

Although there are some commercial haptic devices avail-
able such as Geomagic Touch (3D Systems) and Oemga
series (Force Dimension), these interfaces differ widely as
to degrees of freedom and workspace dimensions. For EEA
surgery simulation, the customized haptic interface maintains
as much fidelity of the tool handling as in the real operation
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Fig. 2. Control block diagram

thanks to the compact mechanical structure. Another key ad-
vantage is that the maximum output force in radial direction
is invariant, independent of position and orientation, because
the radial degree of freedom is uncoupled with the other two.
The comparison of characteristics between Geomagic Touch
and the customized haptic interface is summarized in table
II.

TABLE II
CHARACTERISTICS COMPARISON OF TWO HAPTIC INTERFACES

Haptic Device Touch Customized

DOF 6 3(specific)

Continuous Force (N) 3.3(nominal position) 6.0(radial direction)

Resolution (mm) 0.055 0.041

IV. MULTI-MODAL INTERACTIVE
ENVIRONMENT

A. CHAI3D

CHAI3D is an open source set of C++ libraries for
computer haptics, visualization and interactive real-time sim-
ulation [9]. By means of CHAI3D it is easily to incorporate
a custom haptic interface into a self-developed multi-modal
interactive virtual environment. The whole multi-modal inter-
active system framework is shown in Fig. 3. Human operator
can interact with the virtual surgical environment through
vision, haptics and audition. Patient-specific preoperative
image data set is used to construct the virtual surgical en-
vironment. Data processing composes of graphic rendering,
haptic rendering and audio rendering is based on CHAI3D
framework. It is worth to note that haptics is the only sense
providing bidirectional information interaction indicated as
a red two-headed arrow in Fig. 3.

B. System Overview

The whole system consists of a high-end desktop com-
puter, two computer monitors, a customized haptic interface
and two small speakers shown in Fig. 4. Since the critical
computational requirement of haptic rendering, the main
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Fig. 3. Framework of the multi-modal interactive environment
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Fig. 4. System overview

hardware is configured as Intel Core i7-4790K CPU, 16G
RAM and GeForce GTX980 graphics board.

C. Visual Feedback

The virtual surgical environment is built based on patient-
specific preoperative computed tomography (CT) image data
set adapting to different anatomical structures with different
patients. A clinical CT scan of the head bone image data
are imported into the Amira software (FEI Company) in
Digital Imaging and Communications in Medicine (DICOM)

format. With the help of Amira, orthogonal slices, isosurface
and volume model of the CT sequences can be displayed.
In addition, images from different imaging modalities such
as Magnetic Resonance Tomography (MRT) and Positron
Emission Tomography (PET) can also be imported with
CT data simultaneously. These different images sets can
be used together given their complementary strengths. By
means of Amira’s computer-assisted registration tools, the
fused image with both bone structures and soft tissues can be
displayed. Resulting models then can be exported as Portable
Network Graphics (PNG) format images which are supported
by CHAI3D. These images are used as textures of the 3D
bone structures for graphic rendering.

D. Haptic Interaction

Haptics play an important role in the difficult bone drilling
task in that it provides information about bone structures and
has a great change of touch sense when the drill is gonging
to penetrate the bone. This noticeably change of touch sense
can benefit to avoiding the damage to vital structures such
as optical nerve and carotid artery during the EEA surgery.
The contact force between the drill and the virtual bone is
computed and feedback to the customized haptic interface.
Another key aspect of the haptic sensation associated with
drilling is the vibration of the instrument, which varies with
applied force and with burr type [16]. In this simulation, the
magnitude of the vibration is modulated with applied force.
Although the vibration frequency spectrums ranges from a
few Hertz to three kilohertz, the feedback vibration is a single
frequency tuned manually according to the performance of
the haptic interface.

E. Audio Feedback

Sound is another key source of intraoperative feedback, as
it provides information about drill contact and the nature of
the underlying bone, which is usually benefit for surgeons’
decision-making. The critical part is the sound from a high
speed diamond drill removing the bone structure. In the
simulation, a drill sound is looped when bone removed and
its pitch is modulated with applied drilling force. This audio
effect acts an indicator of the magnitude of drilling force and
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Fig. 5. Virtual surgical environment

makes the virtual surgical environment more immersive and
realistic.

V. EXPERIMENT AND RESULT

A. Experiment

The customized 3-DOF haptic interface is integrated into
the virtual surgical environment which runs on a desktop
computer. A multi-modal interactive virtual environment for
sphenoidotomy is developed based on CHAI3D. Patient-
specific CT data set (512× 512× 232, thickness 0.625mm)
are used to export images with png format for ultimately
realizing 3D real-time graphic rendering. In this simulation
experiment, patient’s preoperative CT data with DICOM
format are used. The whole virtual surgical scene is displayed
in the view of an endoscopy to enhance the rendering quality
just as the scene in real operations. The haptic interface
is manipulated by the user to control a virtual tool, the
endoscope or the drill. The position and the orientation of
the virtual head rendered with CT data can be adjusted by
the virtual tool in order to achieve an appropriate view.
Orthogonal slices along axes can be explored by pressing
the number keys. By this approach, the sphenoid region can
be exposed little by little. Then the virtual drill is used to
remove the bone structures before the sphenoid sinus under
four different situations including:

• No Feedback: no contact with the virtual object;
• Vibration: enable the drill;
• Contact: contact with the virtual object;
• Vibration & Contact: drill the bone structures.

The interactive force is plotted on the top of the window
as an additive indicator to the user. The audio feedback
is enabled when the drill begins to grind the bone. The
pitch of the drilling sound is modulated with the interactive
force, providing an intuitive change in the sense of hearing.
The screenshot of this virtual surgical environment and the
experiment are respectively showed in Fig. 5 and Fig. 6.

Fig. 6. Experiment of multi-modal interactive surgery simulation

B. Result

A 3D anatomic model is rendered with patient-specific
preoperative CT imaging data set only. Bone structures and
soft tissue are displayed using different isosurface value
which can be selected by pressing different keys. Though
part of small bones are not constructed and the details
are disappeared, the sphenoid sinus and the sellar floor are
easily recognizable. Since the motion of haptic interface is
constrained, anatomic model’s position and orientation are
adjusted to the appropriate pose instead of the movement
of haptic interface. The vibration is sensed by the operator
after the drill is enabled by the foot pedal. The contact force
is displayed by the haptic interface and the feedback force
value is plotted at the top of the window. Meanwhile, the
bone contacted with the drill tip is removed. Drilling sound
is played by the speaker and the pitch is modulated with
the drilling force. In conclusion, the multi-modal interactive
virtual environment is realized with visual, haptic and audio
feedback. This preliminary experiment shows the capability
of multi-modal interaction with virtual anatomic model.

VI. DISCUSSION AND CONCLUSION

With the rapid development of virtual reality and haptic
technologies, surgery simulator will gain widespread ap-
plications such as surgical training, planing and rehearsal
within the field of neurosurgery. Given the availability of
high resolution medical imaging with different modalities,
the interactive anatomical models reconstructed by patient-
specific image data can be expected with increasing accuracy
and realism. Technologies of medical image processing will
also provide great benefit to segmentation of interested anato-
my and image fusion between different modalities. Except
for graphic rendering, the haptic rendering also plays an
important role in the multi-modal interactive surgical system
because the touch sense offers the immersion of the virtual
reality. However, both haptic rendering algorithms and haptic
interfaces are limited up to now. Haptic rendering is critical
to computational time usually within about one millisecond.
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This situation will become more severe if the tool interacts
with deformable objects in the virtual environment, because
this manipulation consumes more computational power in
both graphic visualization and physical behavior. Although
there are commercial haptic devices in the market, the cost
of high-end customized haptic interfaces remains a hurdle
restricting their use in applications.

This paper presents a multi-modal interactive system for
EEA surgery simulation equipped with a 3-DOF customized
haptic interface. In this system, patient-specific preoperative
image data can be used to create an interactive virtual
environment. Visual, haptic and audible feedback offer an
immersive experience to users. This interactive system ar-
chitecture can also be used for reference in other simulation
platforms. Although it is a much complex interdisciplinary
engineering to design and implement an surgery simulator,
the capability of multi-modal interaction is demonstrated.
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