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Abstract—this paper presents a new approach to detect and 

remove the shadows for workpiece localization, which is with an 

extensive application in automatic assembly system. However, 

the shadows of workpiece will badly affect this procedure as the 

contour of the shadow has the same shape with the workpiece 

itself in the image. The localization system treats the shadow as 

a part of the workpiece and make incorrect decision. So 

removing the shadow in the image before localization is 

meaningful. Our approach use CAD model to estimate the pose 

of workpiece, and the contour of object can be drawn in the 

image. Gray and texture features are used to detect and remove 

the shadow around the workpiece, and the workpiece is localized 

without the disturbance of the shadow in image. Experiments 

have been designed and performed. The experimental results 

demonstrate the effectiveness of the proposed method. 

I. INTRODUCTION 

here are many approaches to remove the shadow in image 

in previous research. These approaches are almost used in 

improving the performance of pedestrian or vehicle detection 

because both the body and the shadow are moving and they 

have the same feature of movement [1, 2]. During the last ten 

years, there are mainly four categories about shadow 

detection: chromacity, physical, geometry and textures [3].  

Many shadow detection methods based on chromacity use 

color information, these methods are based on this assumption: 

the shadow will decrease the intensity of region but remain 

the chromacity of region unchanged [4] or changed follow 

linear attenuation model [5]. These methods often use some 

color models (e.g. HSV [6]) to separate the chromacity from 

intensity. In the condition of pure white light, when the 

intensity of light changes, all the points in the chromacity map 

change along the same direction. They found a line 

perpendicular to this direction and projected all the points in 

the chromacity map to this line. As a result, we produced a 

“gray image” which is independent to the changing of 

intensity. 

The linear attenuation model assumes that the illumination 

is pure white light. The methods based on physical properties 

are similar to the methods based on chromacity. They use the 

linear attenuation model with consideration about multi and 

various illumination sources [5]. Besides the linear 

attenuation model, some methods use the non-linear 

attenuation which consider all pixel in the image [7]. This 

method is more accurate by learning the particular scenarios 

[8, 9]. Both of the methods are based on the condition: pure 

white light. These two kinds of methods are suitable for 

outdoor with natural pure white light and colorful 

environment such as glass. However, there is almost no pure 
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white light in the industrial environment and almost all the 

elements of industrial environment is not colorful (they are 

gray as). Therefore it is hard to separate the color information 

from the intensity information. It is hard to detect the shadow 

from the scenario. So the methods based on chromacity and 

physical properties are not appropriate for industrial 

environment.  

The methods based on geometry information are that: If the 

geometrical shape, the distribution of illumination and the 

parameters of the plane are all known, we can compute the 

shape of the shadow [10, 11]. These methods are used in 

specific conditions for specific object types such as vehicle 

detection [12]. The geometrical shape of the objects in the 

industrial environment are usually known, but the distribution 

of the illumination could be very complicated as there are 

many illumination sources.  

The methods based on texture information: The shadow 

often has the same texture as background in the image. So the 

shadow can be classified base on texture correlation. There 

are various methods of correlation such as cross correlation 

[13, 14] and gradient or edge correlation [15]. The methods 

based on texture information have the highest performance 

among the four kinds of methods in shadow detection, but 

need the longest time for computing. Automatic assembly is 

a real-time system so it is better to accelerate the procedure of 

the shadow detection. 

From the above, these four kinds of methods may not be 

suitable for industrial environment, so this paper propose a 

new approach to detect and remove the shadow of workpiece 

in the industrial environment. Our method uses the geometry 

and the texture information, which is more like combination 

of the methods based on geometry and texture properties. 

The objects of this approach proposed in this paper are 

industrial workpieces. Recognizing and estimating the pose 

of the workpieces is an extensive application in automatic 

assembly system. However, the shadow of the workpiece will 

negatively affect this procedure because the contour of the 

shadow of workpiece has the same shape as the workpiece 

itself in the image. The shadow tends to be classified as part 

of the workpieces, as Fig.1 shows, which makes the automatic 

assembly system unreliable. The pose of the workpiece is 

estimated well after detecting and removing shadow, as Fig. 

1 shows (the red curves in Fig. 1 represent the result of pose 

estimation). So removing the shadow of the workpiece in the 

image is meaningful and important in industrial application. 

Crankshaft is a component of the engine and a classical 

workpiece. So we choose crankshaft as the object of the 

experiment.  
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Fig.1. Estimate the pose of crankshaft before and after removing 

shadow. 

In section 2, we will describe the overview of our approach, 

preprocessing, how to estimate the pose of object, the features 

of the shadow and how to remove detected shadow. In section 

3, we will discuss the details of the experiment, including the 

programming environment, the robot system, the vision 

system, the arguments and the analyzing the result of the 

experiment. 

II. ALGORITHM 

A. Overview 

According to the discussion in section 1, it is learned that: 

(1) detecting and removing the shadow can increase the 

  
Fig. 2. Flow diagram of algorithm 

precision of the pose estimation of the object. The shadow 

always appears around the object. If the pose of object is 

precisely known, then the contour of object can be inferred 

and the region where the shadow will probably appear can be 

limited. (2) So the increase of the precision of pose estimation 

of the object will increase the precision of detecting the 

shadow. The procedures of pose estimation of object and 

shadow detection are highly related and are inter-dependent 

on each other. Increasing one of them will increase the other. 

So we can improve both of them based on this logic, until 

neither of them can be improved any more. Because our final 

objective is to detect the shadow, we don’t have any 

information about the shadow. Fortunately, we have the initial 

information about the pose of the object in the image (Even 

though the estimated pose of the object is not precise because 

of the existence of the shadow). Shadow of the object can be 

detected based on the initial location of the object. In turn the 

precision of localization of the object will be improved after 

removing the shadow. Repeating as a circle, both the 

precision of location of object and shadow can be improved 

to a high level. 

B. Preprocessing 

The original image contains the object which needs to be 

located with the shadows. Canny operator [16] is used to 

extract Edge of the original image. It is worth noting that we 

set the low and high threshold of Canny operator so low that 

what we get is not an image of “edge” but an image of 

“texture”. We call result image of Canny operator “texture 

image”. As Fig. 3 (b) shows, noting that the region of the 

shadow in the texture image is cleaner than other regions of 

the object. 

C. Estimating the pose of object 

The method to estimate the pose of object is based on an 

approach which is called “Feature based Aspect-Tree, 

Generation and Interpretation” proposed by Olaf Munkelt[17-

18].  
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Fig. 3. (a)Original image; (b) Extract the “texture image” by the 

Canny operator 
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How to estimate the pose of object is not the main objective 

of this paper, so we introduce the method in a simple way.  

First, the CAD model of the object must be developed. It is 

easy to achieve because almost all the workpiece have CAD 

model in industrial application. Second, image features are 

extracted, including regions, textures and so on. Third, the 

correspondence between these features and CAD model 

features is established. And then, from these correspondence 

we derive object hypotheses, which also include a rough 

estimation for the six degrees of freedom of the attitude of the 

object. At last, these hypotheses are subsequently verified and 

refined by a module for pose estimation.  More details can be 

found in these references [17, 18]. 

D. Features of the shadow 

Three features are used in our method: the average gray 

value of the original image, the variance of the texture image 

and the initial contour of the object. 

1) The average gray value of original image 

For each pixel of the original image, the average gray value 

of its 𝑁𝐴 × 𝑁𝐴neighborhoods is calculated. We calculate the 

average gray value of all the channels if the image is colorful. 

As shown in Fig. 3 (a), the gray value of background is very 

high, the gray values of the region of the object and the 

shadow are relatively low. Actually it is a procedure of 

smoothing.  
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                 (1) 

g(𝑥, 𝑦) is the average gray value in pixel (𝑥, 𝑦), 𝐼(𝑥, 𝑦) is 

the gray value in pixel (𝑥, 𝑦). 

2) The variance of texture image 

For each pixel of the texture image, the variance of its 𝑁𝑉 ×
𝑁𝑉 neighborhoods is calculated. On an intuitive level, if the 

region of image is smooth, the variance of the region will be 

low. On the other hand, if the region of image is “rough”, the 

variance of the region will be high. We can speculate that the 

variance of the region of the shadow is low because the region 

of the shadow is smooth as Fig. 3 (b) shows. This is the 

equation of variance. 
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      (2) 

v(𝑥, 𝑦) is the  variance value in pixel  (𝑥, 𝑦).  

 

Fig. 4 is the feature distribution image. Each point of this 

image corresponds to certain pixels in the original image. In 

the feature distribution image, the horizontal axis represents 

the variance of pixels in texture image, the vertical axis 

represents the average gray value of the pixels in the original 

image. The intensity in the feature distribution image 

represents the number of points which contain current feature. 

The more points that have certain feature, the point 

corresponding the feature will be lighter in the feature 

distribution image. Because the points of the shadow have the 

same feature, so we can deduce that the these points gather at 

a certain point in the feature distribution image, so are the 

points in the region of the object and the background. In the 

feature distribution image, we can see that the three regions 

are marked by rectangles and ellipses. The points in the left-

top rectangle correspond to the background because the 

background is bright and smooth. The points in the left-

bottom rectangle correspond to the shadow because the 

shadow is dark and smooth. The points in the right ellipse 

correspond to the object because the region of object is dark 

and rough. 

3) Contour of the object in image 

A rough contour of the object can be obtained by pose 

estimation (even though the pose is imprecise). Because the 

shadow will only appear around the object, we can select a 

region of the margin of the object as Fig. 5 (b) shows. We only 

search for the shadow in the selected region. The width of the 

region will be changed for different object. 

E.  Removing the Shadow 

In the industrial environment, the background is relatively 

simple. The background of industrial image is often bright, 

enough as the illuminations are sufficient. We use the almost 

pure white color as the background. So removing the shadows 

after detecting them is simple: just set the gray value of the 

region of the shadow to white color as Fig. 1 shows. More 

background type would be tested in future work. 
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(a)                    (b) 

Fig. 5. (a)Original image of crankshaft; (b) Region among the 

contour of the crankshaft. The shadow is likely to appear in the 

region which is surround by red curves. 

Thickness 
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Fig. 6. The robot and vision system  

III. EXPERIMENT 

A. Robot and Vision System 

Our objective to detect shadow is to improve the precision 

of estimating the pose of the object. And the pose estimation 

of the object is applied in robot-grab system. So it is necessary 

to introduce the whole robot and vision system. 

1) The robot system 

The FANUC 6-DOF (DOF: degree of freedom) industrial 

robot whose product model is R-J3iB is used in experiment. 

The repeat accuracy of the robot is±0.08mm. The maximum 

load is 6kg. All the joints are driven by servo motor. There are 

6 degree of freedoms with 3 of them are translational and 

other 3 are rotational. The control system of the robot consists 

of a microcomputer, servo system and the I/O system. The 

robot is used in assembling, welding, carrying, spraying and 

so on. 

2) The vision system 

The vision system is consist of an industrial camera and a 

microcomputer. They are connected with gigabit Ethernet. 

The product model of the camera is Manta201c. The 

resolution of the camera is1624 × 1234. The focal length of 

the camera lens is 5mm. 

B. Programming Environment 

The program languages are C++, Halcon, together with 

OpenCV 2.4 Computer Vision Library. The Operate System 

is Linux (Ubuntu13.04).  

C. Arguments in Experiment 

There are some arguments in the experiment that we need 

to consider about. 

1) The high threshold 𝑇𝐻 and the low threshold 𝑇𝐿 of Canny 

operator. 

As described in section 2, if the high and low threshold are 

very low, the result image of Canny operator can reflect the 

degree of “texture” which is used as a feature of the shadow. 

So we set the value of the two thresholds in a low level, see 

the value in Tab 1.  

 
2) The number of neighbors which is used in calculating 

the average gray 𝑁A and variance NV. 

The average gray value of pixels in the image is used to 

reflect how dark the region is. The background of industrial 

image is often bright enough as the illuminations are 

sufficient. So in most conditions, the shadow is darker than 

the background.  

Treating the current pixel as the center, the average gray 

value of 𝑁𝐴 × 𝑁𝐴  neighbors around it is calculated. This 

average gray is one of the features of the shadow. If 𝑁𝐴 is too 

small, the result will be influenced by noise, and if 𝑁𝐴 is too 

large, the feature will be lack of discrimination. The value of  
𝑁𝐴 is specified by experience. See Tab 1. 

Treating the current pixel as the center, the variance of gray 

value of 𝑁𝑉 × 𝑁𝑉  neighbors around it is calculated. This 

variance is another one of the features of the shadow. If 𝑁𝑉 is 

too small, the result will lost the texture information (we can’t 

get texture information in only a few pixels), and if 𝑁𝑉 is too 

large, the feature will be lack of discrimination. The value of 

𝑁𝑉 is specified in experience. See Tab 1. 

3) The Thickness 𝑇K  of the region where the shadow 

probably appear. 

As Fig. 5 (b) shows, the shadow always appears around the 

object. So after the initial pose of the object was estimated, 

we can extend the contour of the estimation to a region. The 

argument thickness T𝐾 describes how thick the region will be. 

If T𝐾 is too small, we will lose some shadow and if T𝐾 is too 

large, the effect of region limit will be weakened. The value 

of T𝐾 is chosen by experience, see Tab 1. 

4) The threshold of area of the shadow  𝑇𝐴: 

The area of the shadow in image is usually not too small, 

so we can use a threshold T𝐴 to filter some small “shadow” 

which is actually noise but not shadow. The value of T𝐴 

relies on the area of the object. 

D. Result of Experiment 

50 images have been tested and 47 of them are successful. 

The detection rate is 94%. Two groups of samples are selected 

as Fig. 7 shows. The red contour represent the result of pose 

estimation. The precision of pose estimation is high if the red 

contour is consistent with the crankshaft. It is easy to notice 

that the pose estimation of crankshaft was imprecise before 

with the shadow in image. Obviously, the estimation is 

improved after detecting and removing the shadow. 

 

TABLE 1 

VALUE OF ARGUMENTS 

Symbol Quantity Value Unit 

TH High threshold of Canny operator 15 Gray 

TL Low threshold of Canny operator 10 Gray 

𝑁𝐴  
Neighbor in calculating the average gray 5 Pixel 

𝑁𝑉  Neighbor in calculating the variance 5 Pixel 

T𝐾  Thickness of region where shadow may 

appear 

20 Pixel 

T𝐴 Threshold of area of shadow 120 Pixel 

Tab. 1. The unit Gray use 256 levels to present the intensity from the 

darkest to the brightest. 
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Fig. 7. The result of detecting the experiment. There are two groups. For 

each group, from left to right, the first one is the original image, the second 

one is pose estimation of crankshaft before removing shadow, the third is 

detection of the shadow, and then the image after removing shadow, and the 

last one is pose estimation of crankshaft after removing shadow. 

 

  

  

  
Fig. 8. The result of other samples. The left one of each picture is original 

image, the middle one of each picture shows detection of the shadow and the 

right one of each picture shows image after removing shadow 

Some results of the detection are erroneous as Fig. 8 shows, 

certain regions in the image are regarded as shadow, and 

actually, these regions are part of crankshaft. The reason may 

be some regions of crankshaft has the same features and these 

regions are big enough. Fortunately, this shadow over-

detection does not affect to the estimation of object because 

the estimation uses the edge information. 

IV. CONCLUSION 

This paper presents a new approach to detect and remove 

the shadow in the image while estimating the pose of the 

object. This approach is suitable for industrial environment, 

especially in automatic assembly system which is different 

from previous work. This paper proposes three features of the 

shadow: the average gray value of original image, the 

variance of texture image and the contour of object in image. 

We perform an experiment using crankshaft as sample. 50 

images have been tested and the detection rate is 94%. This 

approach can detect the shadow of crankshaft and improve the 

precision of estimating the pose of the object after removing 

the shadow. 
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