Extrinsic Calibration of Camera and 3D Laser Sensor System
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Abstract: Robots are typically equipped with multiple complementary sensors such as cameras and laser range finders. Camera generally provides dense 2D information while range sensors give sparse and accurate depth information in the form of a set of 3D points. In order to represent the different data sources in a common coordinate system, extrinsic calibration is needed. This paper presents a pipeline for extrinsic calibration of a ZED stereo camera with Velodyne LiDAR puck using a novel self-made 3D marker whose edges can be robustly detected in the image and 3D point cloud. Our approach first estimates the large sensor displacement using just a single frame, then we optimize the coarse results by finding the best alignment of edges in order to obtain a more accurate calibration. Finally, the ratio of the 3D points correctly projected onto proper image segments is used to evaluate the accuracy of calibration.
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1 Introduction

Extrinsic calibration is the process of estimating the rigid-body transformation between two or more sensors. When the camera and the laser are properly calibrated, camera measurements can be correctly projected onto the camera image, and thus laser points can be associated with color information. Conversely, pixels in the camera image can be given depth values by querying the nearest laser returns. It’s also a necessary step of 3D Object detection [16][17], 3D tracking [18], odometry and mapping [19]. Methods of the extrinsic calibration of camera with the laser sensor can be classified mainly into two groups.

The first groups of the existing algorithms require a checkerboard like pattern be observed by the sensors from multiple views, as shown in Fig. 3(a). In those methods, the fact that 3D laser points must lie on the calibration plane is used to form the constrain on the relative position and orientation of the camera coordinate and the laser coordinate, extrinsic parameters are generally estimated by minimizing a reprojection error. Zhang is probably the first publish a toolkit for extrinsic calibration of camera and a 2D laser range finder [2], where normals of the checkerboard surface form a non-linear optimization problem that is solved for the extrinsic calibration parameters. Shortly thereafter, Unnikrishnan presents a method addressing extrinsic calibration of camera and a rotating 2D scanners, and an initial estimate for the iterative minimization is determined based on a simplified linear least-squares method [3]. Nunnez modified Zhang’s method to perform the extrinsic calibration between a camera and a laser range finder mounted on pan and tilt systems by observing a checkerboard pattern with the aid of motion obtained by Inertial Measurement Unit [7]. Based on Bouguet’s camera calibration toolbox for matlab1 and Zhang’s work, Kassir provided a realible laser line-segments classify procedure for the calibration which eliminate the effort of manual intervention [8]. Geiger present a toolbox with web interface for calibrate camera to range sensor using a single view of multiple chessboard patterns placed across a room [4]. Extrinsic calibration using self-made target can also be concluded in this group, see [6][21].

A convenient calibration method would require no marker, no further hardware requirements but provides sufficient results. There is a mount of work deal with markerless scenes appears, which still assuming some features(points, line) are shared by both the camera image and the 3D laser point cloud. Scaramuzza et al. proposed a technique for the calibration of a 3D laser scanner and omnidirectional camera by manually established correspondence of extracted features from the laser and the image, the calibration parameters were calculated by perspective-from-n-points algorithm [5]. Moghadam et al. proposed a method that exploits the linear features present in a typical indoor environment[13]. In this work, the 3D line features extracted from the point cloud and the corresponding 2D line segments extracted from the camera images are used to constrain the rigid-body transformation between the two sensor coordinate frames. Levinson and Thrun use a series of corresponding laser scans and camera images of arbitrary scenes to automatically estimate the calibration parameters, their objective function based on the matching depth discontinuities detected in laser points cloud and edges detected in images [11]. The techniques that use mutual information as the measure of statistical dependence between the LiDAR and camera sensor modalities for calibration is almost simultaneously proposed by [9], [10]. Pandey and McBride calibrate a velodyne-camera system by maximizing the mutual information between laser reflectivity and the image. The optimization is done by the steepest

1http://www.vision.caltech.edu/bouguetj/calib_demos/index.html
gradient ascent algorithm. Taylor and Nieto’s work show that maximizing mutual information is better than minimizing joint entropy of the reflectivity and intensity values obtained from these sensors. Other methods such as motion based can be found at [20], [22].

Extrinsic calibration of VLP16 with a perspective camera still absence literature can be refer although aforementioned works do the similar things with this task. Since 3D point cloud getting from VLP16 is much sparse than HDL64 used in the work of [9, 11, 20], methods presented in the those works cannot be applied directly to solve extrinsic in our sensor system.

In this paper, we try to close this gap by extended the works of [14] to achieve the extrinsic calibration of VLP16 with ZED stereo camera. The remain work of this paper is organized as follow: Section 2 give a brief description of our self-made 3D marker. Section 3 describes the basic constraints from observing the 3D marker, formalizes the problem we are going to solve. Section 4 discuss the techniques which significantly improve the robustness and accuracy of the calibration and provides the corresponding experimental results.

2 3D marker description

We devised a simple but multifunctional 3D marker which are fixed by four aluminum profiles with each lengths of 20cm. A checkerboard is attached to the back side of the 3D marker for intrinsic calibration of the camera and four circular holes with a radius of \( R_{circle} = 8.25cm \) are made on the front plane of the 3D marker, see Fig. 2. As velodyne-like sensor scans the surrounding environment in horizontally rings, horizontally oriented edges can not be easily detected when the sensor is mounted as shown in Fig. 1. Thus we choose the circle as edges so that both the horizontal and the vertical position of the circles can be detected by VLP16. Note that different colors are chose for the front plane and back plane deliberately. In theory, black and white are the best candidate color for easier edge detection in camera images.

Fig. 2: Our 3D marker with four circles of same geometrical on its front side and a chessboard is attached its other side used for camera calibration.

3 Methodology

We propose a two-stage estimation process. In stage I, a rough translation between two sensor is estimated using the four pairs circle center as the corresponding points in image and point cloud. In this stage, the coordinate axis of VLP16 should be approximately aligned with axis of image coordinate. but not require very precise as long as the relative rotation is small, as shown in our sensor systems configurations(Fig. 1). The result of this stage is used as initialization for the stage II which calibration of sensors including the rotation is refined by maximized the edge similarity object function.

The left and right camera of ZED used in this paper is modeled with the perspective projection model [1] and the camera is calibrated before the extrinsic calibration by getting several view of our 3D marker’s back side, the schematic is shown in Fig. 3(a). Then we start extrinsic calibration using the front side our 3D marker, the 3D marker should be placed approximately straight in the front of the camera and the VLP16. The relationship of between a 3D point \( p = [X, Y, Z, 1] \) and its corresponding position in image \( p = [u, v, 1] \) is given by

\[
\begin{pmatrix}
  u \\
v \\
1
\end{pmatrix} = C \begin{pmatrix}
  X \\
  Y \\
  Z
\end{pmatrix},
\]

\[
C = \begin{pmatrix}
  f_x & 0 & c_x \\
  0 & f_y & c_y \\
  0 & 0 & 1
\end{pmatrix}\] (1)

where \( s \) is scale factor, \( C \) is the camera intrinsic matrix, \((c_x, c_y)\) is the coordinates of the principal point usually at the image center, Generally \( f_x = f_y = f \) are the focal lengths expressed in pixel units. \([R, t]\) is called a matrix of extrinsic parameters. It is used to describe the rigid transformation
a point \( P \) represented in the laser frame into \( P \) which is the camera’s frame of reference.
\[
\hat{P} = R^t P + t
\]  

3.1 Stage I: Solve the large translation

In fact, we already have manually measured extrinsic shown in Table 1. If we project the edge points extracted in the image, we will get a worse result as shown in Fig 9(a). Thus a more accurate extrinsic is needed. To address this problem, an automated and effective method is proposed. A brief Summary of Stage I is given as follows:

1. Detect circles in image, solve the circle’s centers \( c_i = (x_i, y_i, r_i) \), \( i = 1, 2, 3, 4 \) and radius \( r_1, r_2, r_3, r_4 \);
2. Detect the circle centers \( c_i = (X_i, Y_i, Z_i) \), \( i = 1, 2, 3, 4 \) in the point cloud.
3. Estimate the translation between laser frame and the camera frame:
\[
t_{z1} = \frac{R_{circle} \cdot f}{r_i} = Z_i
\]
\[
t_{xi} = \left( \frac{u_i - o_x}{f} \cdot (Z_i + t_z) - X_i
\right)
\]
\[
t_{yi} = \left( \frac{v_i - o_y}{f} \cdot (Z_i + t_z) - Y_i
\right)
\]
\[
\hat{t}_z = \frac{\sum_{i=1}^{4N} t_{z1}}{4}, \hat{t}_x = \frac{\sum_{i=1}^{4N} t_{xi}}{4}, \hat{t}_y = \frac{\sum_{i=1}^{4N} t_{yi}}{4}.
\]

where \( R_{circle} \) is the actual radius of circle in the 3D-marker, \( N \) is the number of pair data provided. The large translation can be roughly estimate using only single pair of the data. However, using multi pairs of the data will improve the accuracy of calibration. More details about the techniques we used in the process of calibration is given in the following sections.

3.1.1 Circles detection on image

Edges extraction in the point cloud and image is aimed at finding the correspondence points of them. Assume we are given a series of the camera images \( I_1:n \) and point clouds \( P_1:n \) from \( n \) view of the 3D marker. The goal is to find the parameter \( R \) and \( t \) which best align laser depth discontinuities with image edges.
\[
G = \begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{bmatrix} * I, G_y = \begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1
\end{bmatrix} * I
\]
\[
G = \sqrt{G_x^2 + G_y^2}
\]

We use a two-step process, first each image is converted to grayscale and creating edge image \( E \) using Sobal operator. Next, The circles are detected in the edge image using the hough gradient method [24] which has been implemented in OpenCV. Fig. 4 show the results.

3.1.2 Circle detection in point cloud

Edge detection and feature line extraction in 3D-point clouds have become a novel research topic [28]. However, the established edge detection methods defined for images cannot be applied directly to 3D-point clouds. The main reasons is the data representation is different. An image contains abundant 2D spectral information and its pixel is organized as a two-dimensional matrix so that the neighborhood of a pixel can easily be determined whereas a 3D-point cloud generated by velodyne-like sensors is an irregularly distributed sparse point set, thus the neighborhood of a point is more complex than that of a pixel in an image. Fig. 5 gives a view of the multiple rotating beams collected from VLP16.

3.1.3 Consensus (RANSAC) [26, 29] to detect circles.

We combines depth gap metric and RANdom SAmple Consensus (RANSAC) [26, 29] to detect circles. In the second step, edges extraction is achieved by detecting the large depth discontinuities for each laser rings independently. Every 3D points in the laser scan ring is assign a value which depends on the depth measurements of its neighborhoods.
\[
I_i(P_i) = |P_{i+2}.z + P_{i+1}.z - P_{i-1}.z - P_{i-2}.z|^\gamma
\]
\[
E_i = \{P_i | I_i(P_i) > \delta, i = 1, 2, \cdots, M.\}
\]
where \(I_i(P_i)\) represents the “edgeness” of a 3D laser point. \(P_i.z\) is the depth of a laser measurement\(^2\). \(\gamma\) is a parameter(\(\gamma \geq 1\)) used to suppress small distortions of the laser measurements. The bigger \(\gamma\) is, the higher value will be assigned to the potential edges points than the distortion. \(\delta\) is a threshold need tuned to select the edge points \(E_i\) out, Fig. 6(a) illustrate the result. In addition, experiment show that edges extracted using formula (8) is not very sensitive to minor changes in \(\delta\). In the second step, segmentation of the front plane is from the original point cloud is performed using the RANSAC method implemented in the Point Cloud Library [27]. The point cloud are first fitted with plane model with a large distance threshold. Then, the plane is refitted with a small distance threshold so that we can get more accurate front plane model. RANSAC returns the normalized normals of plane: \((a_f,b_f,c_f)\) and the distance \(d_f\) of laser origin to the plane.

\[
a_fx + b_fy + c_fz + d_f = 0
\]  

(10)

the result is shown in Fig 6(b).

In order to locate the centers robustly, we force all the edge points \(E_i(X_i,Y_i,Z_i)\) project to the front plane, see Fig. 7(a).

\[
\begin{align*}
X_i' &= -\frac{d_f}{a_fX_i + b_fY_i + c_fZ_i} \cdot X_i \\
Y_i' &= -\frac{d_f}{a_fX_i + b_fY_i + c_fZ_i} \cdot Y_i \\
Z_i' &= -\frac{d_f}{a_fX_i + b_fY_i + c_fZ_i} \cdot Z_i \\
\end{align*}
\]  

(11)

The four circles are detected by fitting space circle model in edges pointcloud \(E_p\) with lines and part of outlies removed. The feature lines and circles are detected fitting by line model and circle model respectively in the edges point \(E_p\), as shown in Fig. 7(b) and 7(c). Each time a circle is detected, points within a certain distance to the center of circle was removed from the \(E_p\), then we detect the rest of circle in the remained edge points until all the four circles are found. After all the circle are locate, the four center points are arranged in the shape of “Z” in ascending order as \(c_1,c_2,c_3,c_4\) in Fig. 3(b).

\[
R_{circle} + \delta_1 < norm(c_i - c_j) < R_{circle} + \delta_2
\]  

(12)

\(^2\)Replace \(P_i.z\) with \(P_i.r\) will make \(P_i.I\) larger, as \(P_i.r = \sqrt{P_i.x^2 + P_i.y^2 + P_i.z^2}\). However, by enlarging \(\delta\) can achieve the equivalent effect.

Fig. 6: (a) Edges \(E_i\) extracted from the original point cloud using formula (8) and (9) with \(\gamma = 1.2, \delta = 0.3\). (b) the front plane of the point cloud fitting with RANSAC algorithm.

Fig. 7: Features in point cloud

where \((c_i,c_j) = (1,2),(2,4),(4,3),(3,1)\); \(\delta_1\) and \(\delta_2\) are two threshold. Verification was done by checking distances of circle centres. If verification success, a rough translation is calculated using equation (3) and (4). As RANSAC algorithm is heavily used in this paper, the sketch of RANSAC is given below.

1. Select a random subset of the original data.
2. A model is fitted to the random subset.
3. All other data are then tested against the fitted model.
4. Points that fit the estimated model well are considered as inliers.
5. The estimated model is reasonably good if sufficiently inliers, else the model is rejected.
6. The model is improved by reestimating it using all the inliers.

The varieties and implementation of RANSAC can be found in PCL\(^3\).

3.2 Stage II: refine the coarse calibration

After the initial coarse estimation of the calibration parameters, the refinement process follows in order to increase the calibration accuracy. Given a initial calibration, we can project all the 3D edge laser points \(P'_{ip} = (X'_i,Y'_i,Z'_i) \in E_i\) onto the image using equation (1) and equation (2) with con-

\[^3\text{http://docs.pointclouds.org/trunk/group_ _sample__consensus.html}\]
sideration of lens distortion:
\[
\begin{bmatrix}
{c}x_i \\
{c}y_i \\
{c}z_i
\end{bmatrix} = [R \ t] \begin{bmatrix}
x'_i \\
y'_i \\
z'_i
\end{bmatrix}
\]  
(13)

\[
x'_i = x_i(1 + k_1 r^2 + k_2 r^4) + 2p_1 x_i y_i + p_2 (r^2 + 2x^2)
\]

\[
y'_i = y_i(1 + k_1 r^2 + k_2 r^4) + p_1 (r^2 + 2y^2) + 2p_2 y_i
\]

where \(r^2 = x_i^2 + y_i^2\), \(k_1\) and \(k_2\) are radial distortion coefficients; \(p_1\) and \(p_2\) are tangential distortion coefficients. get those parameters through camera intrinsic calibration. \(u_i, v_i\) just is the projection of point \(P'_i\) in the \(i\)th edged image. In order to reward laser points which hit pixels near edges, we apply an Inverse Distance Transform to the edge image \(E_I\):

\[
I_c(u, v) = \alpha E_I(u, v) + (1 - \alpha) \cdot \max_{x, y} E_I(x, y) \cdot \beta \sqrt{(x-u)^2 + (y-v)^2}
\]  
(14)

effectively, this make the cost function smoother to avoid local optima in the search procedure, where \(\max_{x, y} E_I(x, y)\) is a local maximum of \(E_I(u, v)\). Bigger \(\alpha\) will increase the strength of the “edgeness” its local maximum whereas \(\beta\) enlarges the area an edge effectively impacts. For ease of the computation, \(\beta \sqrt{(x-u)^2 + (y-v)^2}\) can be instead with \(β \max(|x-u|, |y-v|), \beta < 1\). It it reasonable that the area of effect of local maximum inverse proportion to the distance to it.

Fig. 8: One of the original image collected and its correspondence Inverse Distance Transform using equation (14)

If total \(N\) pairs of image and velodyne point clouds are observed and there are each \(M\) edge points in the point cloud \(E_p\). We can construct the cost function based on the assumption that the depth discontinuities in point cloud should match with edges detected in image.

\[
\arg\max_{R, t} \sum_{j=1}^{N} \sum_{i=1}^{M} I_{ij}(u_i, v_i) \cdot I_{ij}(X_i, Y_i, Z_i)
\]  
(15)

The above solution is obtained by maximizing the cost function global search of the small subspace of the calibration parameters around the point of the coarse calibration.

4 Experimental Results

Our algorithms were implemented in C++, Fig. 9 demonstrates results of calibration. We do not have precise ground truth, the results look visually good. The results of calibration is given at Table 2.

![Fig. 9: Reprojection of the 3D edge points from laser coordinate frame to 2D coordinate frame of the image](image)

(a) Manual calibration

(b) After coarse calibration

(c) After fine calibration

![Table 1: Manual measured extrinsic](image)

<table>
<thead>
<tr>
<th>T(m)</th>
<th>R(rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_x)</td>
<td>(T_y)</td>
</tr>
<tr>
<td>(-0.07)</td>
<td>(-0.06)</td>
</tr>
<tr>
<td>(-0.02)</td>
<td>(0)</td>
</tr>
<tr>
<td>(-\pi/2)</td>
<td>(\pi/2)</td>
</tr>
</tbody>
</table>

![Table 2: Results of extrinsic calibration](image)

<table>
<thead>
<tr>
<th>Method</th>
<th>(T_x)</th>
<th>(T_y)</th>
<th>(T_z)</th>
<th>(R_x)</th>
<th>(R_y)</th>
<th>(R_z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>coarse</td>
<td>(0.04)</td>
<td>(-0.126)</td>
<td>(-0.036)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>fine</td>
<td>(0.043)</td>
<td>(-0.088)</td>
<td>(-0.008)</td>
<td>(0.040)</td>
<td>(0.003)</td>
<td>(-0.010)</td>
</tr>
</tbody>
</table>

Table 3, 4 give the result of circle detection in image and point cloud respectively. The units of \((u, v)\) and \(r\) is pixel, expressed in image coordinate.
Table 3: Results of circle detection in image

<table>
<thead>
<tr>
<th>circle2d</th>
<th>c1</th>
<th>c2</th>
<th>c3</th>
<th>c4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(u, v)</td>
<td>(676,218)</td>
<td>(838,218)</td>
<td>(678,374)</td>
<td>(836,376)</td>
</tr>
<tr>
<td>r(pixel)</td>
<td>57</td>
<td>59</td>
<td>58</td>
<td>58</td>
</tr>
</tbody>
</table>

Table 4: Results of circle detection in point cloud

<table>
<thead>
<tr>
<th>circle3d</th>
<th>c1</th>
<th>c2</th>
<th>c3</th>
<th>c4</th>
</tr>
</thead>
<tbody>
<tr>
<td>x(m)</td>
<td>-0.0195</td>
<td>-0.0196</td>
<td>0.2067</td>
<td>0.2111</td>
</tr>
<tr>
<td>y(m)</td>
<td>0.1626</td>
<td>-0.0819</td>
<td>0.1622</td>
<td>-0.0871</td>
</tr>
<tr>
<td>z(m)</td>
<td>1.0156</td>
<td>1.0219</td>
<td>1.0092</td>
<td>1.0158</td>
</tr>
<tr>
<td>r(m)</td>
<td>0.0841</td>
<td>0.0850</td>
<td>0.0846</td>
<td>0.0833</td>
</tr>
</tbody>
</table>

5 Conclusion and Future Work

This paper presents a pipeline for the RGB camera calibration with Velodyne LiDAR. The first step in the calibration process estimates a coarse calibration using our novel 3D marker which allows the large displacement between the sensors can be roughly estimate using only a single pair of image-point cloud data. The consequent step refines the coarse calibration using a brute global search in a small 6DoF calibration parameter subspace. Experiment results show the effectiveness of the proposed method.
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