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ABSTRACT
This paper proposes a novel multi-modal gesture recogni-
tion framework and introduces its application to continuous
sign language recognition. A Hidden Markov Model is used
to construct the audio feature classifier. A skeleton feature
classifier is trained to provided complementary information
based on the Dynamic Time Warping model. The confidence
scores generated by two classifiers are firstly normalized and
then combined to produce a weighted sum for the final recog-
nition. Experimental results have shown that the precision
and recall scores for 20 classes of our multi-modal recogni-
tion framework can achieve 0.8829 and 0.8890 respectively,
which proves that our method is able to correctly reject false
detection caused by single classifier. Our approach scored
0.12756 in mean Levenshtein distance and was ranked 1st in
the Multi-modal Gesture Recognition Challenge in 2013.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation]: Us-
er Interfaces—Interaction styles; I.4.8 [Image Processing
and Computer Vision]: Scene Analysis

General Terms
Algorithm, Experimentation

∗ is the corresponding author.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
ICMI’13, December 9–13, 2013, Sydney, Australia
Copyright 2013 ACM 978-1-4503-2129-7/13/12 ...$15.00.
http://dx.doi.org/10.1145/2522848.2532589.

Keywords
Gesture Recognition; Multi-modal Fusion; Hidden Markov
Model; Dynamic Time Warping

1. INTRODUCTION
Gesture recognition refers to recognizing meaningful mo-

tions executed by human, involving body, head, arm and/or
hand movements. Gesture recognition has been a popular
research field in recent years due to its promising application
prospects in human-computer interaction.

In the early days of gesture recognition research, most ap-
proaches were controller-based, in which users had to wear
or hold certain hardware for motion data capturing. In the
recent few years, controller-free, especially vision-based ges-
ture recognition has become the mainstream of the research.
In vision-based approaches, users’ motion data is captured
by cameras and numerous computer vision methods have
been successfully adopted into this area for further data an-
alyzing and understanding.

With the development of input devices, more modalities
have become available, which directly leads to the rise of
multi-modal gesture recognition. Multi-modal gesture recog-
nition tries to capture discriminative information from each
modality and fuses them with certain strategies to obtain
the final recognition result.

Kinect, the motion sensing input device developed by Mi-
crosoft corporation, features an RGB camera, a depth sensor
and a multi-array microphone and is able to provide multi-
modal data, including RGB image, depth image, skeleton,
and audio. With all these features, Kinect provides an ideal
experimental platform for multi-modal gesture recognition
system’s design and validation.

In 2013, ChaLearn organized the Multi-modal Gesture
Recognition Challenge, which focused on recognizing “mul-
tiple instances, user independent learning” of 20 gestures
categories of Italian signs. The dataset of this competition
is captured by Kinect, including RGB video, depth video,
skeleton and audio data. Our team scored 0.12756 in the
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final evaluation phase and won the 1st prize of this compe-
tition.

In this paper, we describe our approach for this compe-
tition in detail. We construct classifiers respectively based
on audio and skeleton feature and then fuse their results to
obtain the final recognition result. In Section 2, we briefly
review previously published methods in the gesture recog-
nition field. We introduce our algorithm in Section 3 and
experimental results in Section 4. Finally, we present a few
conclusions and suggestions for future work in Section 5.

2. RELATED WORK
Gesture recognition systems can be roughly classified in-

to two categories, based on their data capturing method-
s. Controller-based recognition systems constitute the first
category, in which users have to wear or hold certain hard-
ware while performing gestures. Kuroda et al. [9] intro-
duced their low-price data glove, StrinGlove, which was able
to obtain full degrees of freedom of human hand and had
achieved satisfying performance for sign language recogni-
tion. Schreiber et al. [13] evaluated the potential of a
gesture-based human computer interaction system with Wii
Remote.

The second category is controller-free recognition systems,
in which users do not need to hold any device while perform-
ing. Many sensors can be used for data capturing in these
systems, such as cameras, laser sensors and infrared sen-
sors. Among all these systems, camera-based or vision-based
systems are more common in recent research. Considering
the type and amount of camera(s) used, these systems can
be further divided into single camera based, stereo cameras
based, depth-aware camera based and so on.

Gestures to be recognized can be either static (a stable
body posture) or dynamic (a sequence of body movements).
Static gesture recognition is also known as posture recogni-
tion. Just et al. [8] introduced an approach to hand posture
classification and recognition tasks. They also proposed an
illumination-invariant feature based on the Modified Cen-
sus Transform and achieved encouraging results on a bench-
mark database in this field. Bretzner et al. [3] described
their multi-scale color feature and its application in a pro-
totype system for hand tracking and posture recognition.
Hand states are simultaneously detected and tracked with
particle filtering. Fang et al. [4] proposed a robust real-
time hand gesture recognition method. Hand is detected
with Adaboost and then tracked by adaptive hand segmen-
tation with motion and color cues. Finally, hand posture
type is determined by palm-finger configuration with scale-
space feature.

For dynamic gesture recognition systems, most frequent-
ly used approaches include Hidden Markov Model, Finite
State Machine, Particle Filtering and Time-Delay Neural
Network, as concluded by Mitra et al. [10].

Hidden Markov Model was first applied to gesture recog-
nition by Yamato et al. [15], in which a discrete HMM was
used to recognize six classes of tennis strokes. Glomb et al.
[5] proposed an unsupervised parameter selection approach
for gesture recognition system, with Hidden Markov Model
and Vector Quantization applied.

By modeling gestures as state sequences in Finite State
Machine, Yeasin et al. [17] proposed a vision-based system
for dynamic hand gestures automatic interpretation. The
temporal signature is analyzed to automatically interpret

the performed gesture. Hong et al. [6] presented a state-
based approach for gesture recognition. The spatial infor-
mation is learnt from training data and then grouped into
segments, which is further integrated to FSM recognizer.

Based on Particle Filtering, the condensation algorithm
was developed and further extended by Black et al. [1] for
incremental recognition of human motions, which are mod-
eled as temporal trajectories of some estimated parameters
over time.

Yang et al. [16] applied the Time-Delay Neural Network
(TDNN) to recognize 40 hand gestures of American Sign
Language (ASL). Pixel-level motion trajectory is obtained
across the image sequence by multi-scale motion segmenta-
tion and affine transformation. Then, the motion trajectory
is matched to a given gesture model with TDNN.

With more data captured by different devices becomes
available, it is a natural thought to combine these modali-
ties together to enhance the recognition performance. Bolt
et al. [2] proposed a framework in which both hand gestures
and speech signals are used to augment the user’s ability
to communicate with computers. In their prototype, two-
handed gestures, both static and dynamic, were designed to
input concepts, manipulate items and specify actions to be
taken. Tue Vo et al. [14] described the text editor they
developed, which allowed users to manipulate text using a
combination of speech and pen-based gestures. Jaimes et
al. [7] gave an overview of major approaches to multi-modal
human-computer interaction from a computer vision per-
spective and discussed several crucial issues such as user
and task modeling, multi-modal fusion and emerging appli-
cations.

3. THE PROPOSED APPROACH
We proposed a multi-modal gesture recognition frame-

work based on our solution for ChaLearn Multi-modal Ges-
ture Recognition Challenge. We construct classifiers based
on audio and skeleton feature separately and then combine
them together to generate the final recognition result. In this
section, we introduce the competition and its corresponding
datasets, and then present our approach in detail.

3.1 Competition Introduction
ChaLearn organized the Multi-modal Gesture Recogni-

tion Challenge in 2013. This competition focused on spot-
ting gestures drawn from a certain gesture vocabulary, based
on multiple gesture instances performed by different people.
This competition started on June 21st and ended on August
25th. In the final evaluation phase, our team scored 0.12756
(mean Levenshtein distance) and won the 1st prize of this
competition. Table 1 gives more detailed information on the
final scores of top-ranked teams.

There are 20 categories of gestures in the pre-defined ges-
ture vocabulary. Each gesture is corresponding to a specific
word or phrase in Italian, such as “ok” or “perfetto”. While
performing a gesture with his or her body movement, the
performer also speaks out the corresponding Italian word or
phrase. Thus, the audio data also contains useful informa-
tion for gesture recognition.

Multi-modal Gesture Recognition Challenge provided 3
datasets: Development, Validation and Final Evaluation, for
algorithm development and evaluation. Each dataset is con-
sist of hundreds of zip files, and each file contains approxi-
mately one-minute-long multi-modal gesture data, including
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Table 1: Final Scores of Top-ranked Teams
Team Name Final Score

iva.mm 0.12756
wweight 0.15387

E.T. 0.17105
MmM 0.17215
pptk 0.17325
lrs 0.17727

MMDL 0.24452
telepoints 0.25841

audio, video and skeleton information. The detailed infor-
mation of these datasets can be found in Table 2.

Table 2: Detailed Information of All Datasets

Dataset Name Gesture Amount
Label Availability
Phase 1 Phase 2

Development 7,754 Yes Yes
Validation 3,362 No Yes

Final Evaluation 2,742 No No

Figure 1 displays a group of sample files in the dataset.
From left to right are respectively the image selected from
the RGB video, depth video and user-index video.

Figure 1: Samples from Training Dataset

The competition consists of two phases. In the first phase,
competitors are required to train their models with Develop-
ment dataset and predict labels in Validation dataset, and
the prediction score is calculated instantly. In the second
phase, both Development and Validation dataset are used
as training data and all teams are required to submit their
final prediction on Final Evaluation dataset. The final rank-
ing is based on the score of their final prediction, which will
not be published until the end of the competition.

3.2 Audio Feature Classifier
Since every gesture in video data is corresponding to a

word or phrase spoken in audio data, and the performance
of speech recognition has reached a satisfying level in recent
years, it is natural for us to consider audio-based approaches
at first.

First of all, we perform end-point detection in order to
remove non-speech intervals. For end-point detection, there
are mainly three categories of approaches [19]: time domain
approach, frequency domain approach and time-frequency
domain approach. Time domain approach is simple and
easy to implement, but often performs badly under noisy
background environment. Frequency domain approach is
more robust to noise, but the computational complexity is
much higher than time domain approach. Time-frequency
domain approach tries to combine these two approaches to-

gether and improve robustness to noise while keeping the
computational expense at a relatively low level.

Considering we can filter out false detections of speech in-
tervals in later processing, we choose time domain approach
for end-point detection for higher processing speed. We ap-
ply a 25-millisecond-long slide window for short-time energy
calculation, and smooth the short-time energy sequence with
Gaussian function. After Gaussian smoothing, we calculate
the average short-time energy Eave and set high threshold
TH = 0.8Eave and low threshold TL = 0.6Eave. After that,
we scan the short-time energy sequence: any element larg-
er than TH indicates the beginning of a candidate speech
interval and this interval ends when any of the following
short-time energy values drops below TL. Figure 2 presents
one of the end-point detection result.

Figure 2: End-Point Detection Result

After end-point detection, we can obtain numbers of can-
didate speech intervals. For simplicity, we suppose all can-
didate speech intervals are corresponding to specific words
drawn from the vocabulary. Therefore, the recognition prob-
lem is converted into a classification problem and we only
need to classify each interval into one category.

Each word contains several phonemes. Therefore, we use
different states to represent different phonemes, and the pro-
nunciation process of any word can be modeled as a series
of state transmissions in Hidden Markov Model framework
[12][18], as shown in Figure 3.

Figure 3: Hidden Markov Model for Word “Best”

We choose MFCC (Mel Frequency Cepstral Coefficients)
as our audio feature used in Hidden Markov Model. The
MFCC feature we use is consist of 39 dimensions: 12 for
cepstral coefficients, 12 for delta cepstral coefficients, 12 for
delta-delta cepstral coefficients, 1 for log energy, 1 for delta
log energy and 1 for delta-delta log energy.

We model the MFCC feature sequence of the candidate
speech interval as observation sequence O = {o1, o2, . . . , oT },
then the classification problem can be formulated as

cA∗ = arg max1≤c≤20P
(
O|λA

c

)
(1)
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where λA
c represents the trained HMM model for the c-th

category of gesture vocabulary and T is the length of MFCC
feature vector sequence of the candidate speech interval.

The calculation of P
(
O|λA

c

)
can be solved with both For-

ward Algorithm and Backward Algorithm [18]. One thing to
note here is that the observation probability bj (ot), which
stands for the probability of the j-th state generating obser-
vation ot, is defined as

bj (ot) =
1

(2π)D/2 |Σj |1/2
exp

[
−1

2
(ot − µj)

T Σ−1
j (ot − µj)

]
(2)

where µj is the mean MFCC feature vector and Σj is the
covariance matrix. Another thing to note is that we restrict
the covariance matrix Σj to be a diagonal matrix to reduce
the model complexity, in order to overcome the shortage of
training data.

In training period, we first run end-point detection on the
continuous audio data and obtain several candidate speech
intervals. Then, we compare the segmentation result with
the label information, remove false detections of speech in-
tervals and assign the remaining intervals to the correspond-
ing categories. After that, we train Hidden Markov Model
classifiers based on the MFCC feature vector sequences of
each category, using Baum-Welch Method [18].

3.3 Skeleton Feature Classifier
Since the topic of this competition is to develop a multi-

modal gesture recognition system, it is natural that we at-
tempt to dig more information from other modalities, rather
than only audio data. Among all the video features avail-
able, skeleton feature is easiest to obtain, and also provides a
compact and informative representation of human body pos-
ture in each video frame. Hence, we choose skeleton feature
to construct another gesture classifier.

To be specific, we only extract 4 points from all 20 skeleton
points available, respectively are left elbow, left wrist, right
elbow and right wrist. According to our observation, other
skeleton points are either less informative or more unstable
than these 4 points. The 3D positions of these 4 points are
used to make up a feature vector of 12 dimensions.

Firstly, we need to divide the continuous skeleton data
sequence into meaningful intervals. Due to the synchroniza-
tion of audio and skeleton data, every candidate speech in-
terval in audio data is corresponding to a candidate gesture
interval in skeleton data, only with tiny variation in time.
Thus the result of end-point detection can also be used for
the segmentation of skeleton data sequence.

Secondly, we also assume that every candidate gesture in-
terval contains a meaningful gesture, similar to the assump-
tion of audio feature classifier, and attempt to classify each
interval into 1 of the 20 gesture categories. For classification
task, we need to train a model for each gesture category,
compare the candidate gesture interval with all models and
choose the most similar category as the classification result,
as shown below

cS∗ = arg max1≤c≤20Sim
(
S, λS

c

)
(3)

where S = {s1, s2, . . . , sT } stands for the skeleton data se-
quence of candidate interval and λS

c stands for the trained
model of skeleton feature for the c-th gesture category.

We define the similarity measuring function Sim
(
S, λS

c

)
in a neighborhood-based approach

Sim
(
S, λS

c

)
=

1

K

K∑
i=1

Sim (S, Sc,i) (4)

where Sc,i stands for the i-th nearest neighbor of all training
data in the c-th gesture category, and K is the size of neigh-
borhood. Sim (S, Sc,i) is the similarity between two skele-
ton feature vector sequences, and can be calculated with
Dynamic Time Warping [11].

3.4 Classifier Combination Framework
Up to now, we have proposed two gesture classifiers, sepa-

rately based on audio and skeleton features. Both classifiers
rely on an important assumption, that all candidate inter-
vals are corresponding to a gesture category drawn from the
vocabulary. However, this assumption does not hold for all
situations. First, the end-point detection may produce false
speech intervals due to noisy background. Second, the per-
former may speak out-of-vocabulary words. The assumption
fails under these situations and causes false recognition.

In order to overcome this problem, we propose a classifier
combination framework, which combines the audio feature
classifier and skeleton feature classifier, aiming to filter out
meaningless candidate intervals. If the candidate interval
does contain a gesture from the vocabulary, then two clas-
sifiers should produce same classification result, while this
phenomenon should not appear when the candidate interval
contains only background noise or out-of-vocabulary word.

For any candidate interval, both classifiers are able to cal-
culate a confidence score for each gesture category, indicat-
ing how confident the classifier is about its classification re-
sult. However, the confidence scores need to be normalized
for later fusion operation, since the data range of these scores
may differ a lot.

We assume that for each classifier, 20 confidence scores
(representing 20 categories) follow a Gaussian distribution.
The mean and variance of this Gaussian distribution can be
estimated with

µ̂ =
1

20

20∑
c=1

Sc (5)

σ̂2 =
1

19

20∑
c=1

[Sc − µ̂]2 (6)

where Sc is the confidence score for the candidate interval
and the c-th category.

Then we can use this Gaussian distribution to normalize
these confidence scores. The normalized scores are defined
as

S∗
c =

1

2

[
1 + erf

(
Sc − µ̂√

2σ̂2

)]
(7)

After normalization, all scores are located in interval (0, 1)
and higher confidence score leads to higher normalized score.

Therefore, we can obtain the normalized score SA∗
c and

SS∗
c , which is achieved by the audio feature classifier and

skeleton feature classifier, respectively. The final score is a
linear combination of these two scores

S∗
c = αSA∗

c + (1 − α)SS∗
c (8)
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where coefficient α controls the weight of two classifiers and
is determined with a 4-fold cross validation on Development
dataset.

After obtaining the final score for the candidate interval,
we use a threshold θ to determine whether this interval does
contain a valid gesture. Any interval that obtains a high-
er score than θ is classified into the most similar category;
otherwise, this interval is canceled. This threshold θ is also
determined with cross validation.

4. EXPERIMENTAL RESULTS
In this section, we present the experimental results to eval-

uate the performance of each individual classifier and their
combination. Because Final Evaluation dataset lacks label
information, we use Development as training set and Vali-
dation as testing set in the following experiments.

4.1 Single-modal Gesture Recognizer
We begin with the performance evaluation of audio feature

classifier and skeleton feature classifier.
Firstly, we apply end-point detection to continuous audio

data to obtain candidate intervals. Since the label data of
Validation dataset is available, we can label each candidate
interval with its corresponding gesture ID 1 or “NULL” if it
contains no meaningful gesture.

Secondly, we give each candidate interval a predicted la-
bel with these two classifiers separately. All intervals are
treated as an occurrence of a valid gesture, so the predicted
label will never be“NULL”. We compare the predicted labels
with the actual labels and obtain one confusion matrix for
each classifier. Figure 4-5 is the visualization of confusion
matrixes of each classifier.

Figure 4: Single-modal Gesture Recognizer based
on Audio Features

From Figure 4-5, we can see that the overall performance
of audio feature classifier is superior to the performance of
skeleton feature classifier.

1Gesture ID is determined according to alphabetical order.
For instance, “basta” is the 1st category and “vieniqui” is the
20th category.

Figure 5: Single-modal Gesture Recognizer based
on Skeleton Features

For detailed analysis of these two confusion matrixes, we
calculate the precision and recall scores for each gesture cat-
egory, as shown in Table 3 and 4.2

From Table 3, we can see that the recall scores of audio
feature classifier are satisfying; however, the precision scores
are rather low. This is mainly because of the false detections
caused by meaningless candidate intervals, since “Precision-
2” scores are much higher than “Precision-1” scores. We can
observe similar phenomenon in Table 4.

The precision scores confirm that our concern about the
previous assumption (that all candidate intervals contain
valid gestures) is necessary. There are indeed many situ-
ations that this assumption will fail and cause the deterio-
ration of recognition result.

4.2 Multi-modal Gesture Recognizer
Now we examine the recognition performance of our pro-

posed multi-modal gesture recognizer.
The experiment procedures are similar to the experiment

above. We also obtain a confusion matrix using our multi-
modal gesture recognizer and its visualization is shown in
Figure 6. However, since our gesture recognizer rejects can-
didate intervals with low scores, the predicted label may
sometimes be “NULL”. This maybe be either correct detec-
tion of meaningless intervals or incorrect rejection of mean-
ingful intervals.

In order to compare with previous single-modal gesture
recognizers, we also calculate the precision and recall scores
for each gesture category, as shown in Table 5.

It is obvious that the “Precision-1” scores have improved
significantly, comparing with single-modal gesture recogniz-
ers. In addition, the recall scores only drop slightly, and still
maintain an acceptable level. This indicates that the multi-
modal gesture recognizer is able to reject most of mean-
ingless candidate intervals without much loss in recall rate.
Therefore, to some degree, the problem caused by the previ-

2In Table 3-5, row “Precision-1” contains the precision s-
cores with the false detections caused by meaningless candi-
date intervals included, while row “Precision-2” contains the
precision scores with these false detections excluded.
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Table 3: Precision and Recall of Audio Feature Classifier
Gesture ID 1 2 3 4 5 6 7 8 9 10
Precision-1 0.7245 0.4658 0.4598 0.4671 0.4260 0.6807 0.5464 0.5918 0.4519 0.6996
Precision-2 0.9530 0.9714 0.9540 0.9490 0.9653 0.9878 0.9563 0.9634 0.9118 0.9209

Recall 0.9045 0.9884 0.9708 0.9198 0.9882 0.9643 0.8947 0.8541 0.9509 0.9314
Gesture ID 11 12 13 14 15 16 17 18 19 20 Mean
Precision-1 0.6667 0.3097 0.3588 0.4873 0.4043 0.5252 0.5396 0.7885 0.3135 0.2314 0.5069
Precision-2 0.9938 0.9107 0.8812 0.9000 0.9677 0.9598 0.9317 0.9762 0.8231 0.8182 0.9348

Recall 0.9816 0.9162 0.9724 0.8844 0.9259 0.9766 0.9868 0.9480 0.8121 0.9153 0.9343

Table 4: Precision and Recall of Skeleton Feature Classifier
Gesture ID 1 2 3 4 5 6 7 8 9 10
Precision-1 0.4586 0.3399 0.1061 0.3044 0.4589 0.3315 0.3510 0.8421 0.2739 0.2934
Precision-2 0.8693 0.4672 0.8000 0.8553 0.7657 0.4196 0.6667 0.9888 0.3525 0.4872

Recall 0.8471 0.7035 0.8655 0.8025 0.7929 0.3571 0.8538 0.9514 0.2638 0.4343
Gesture ID 11 12 13 14 15 16 17 18 19 20 Mean
Precision-1 0.3509 0.1245 0.1433 0.6165 0.2222 0.3065 0.4108 0.5103 0.4209 0.2156 0.3541
Precision-2 0.5505 0.2770 0.3453 0.7810 0.5455 0.4130 0.6000 0.8268 0.5519 0.4182 0.5991

Recall 0.3681 0.3533 0.3310 0.4740 0.2222 0.5556 0.6513 0.8555 0.7852 0.3898 0.5929

Table 5: Precision and Recall of Multi-modal Gesture Recognizer
Gesture ID 1 2 3 4 5 6 7 8 9 10
Precision-1 0.9320 0.8895 0.6735 0.8539 0.9071 0.9814 0.8902 0.9471 0.9306 0.9686
Precision-2 1.0000 0.9941 0.9880 0.9935 0.9940 1.0000 1.0000 0.9938 0.9781 1.0000

Recall 0.8726 0.9826 0.9649 0.9383 0.9822 0.9405 0.9006 0.8703 0.8221 0.8800
Gesture ID 11 12 13 14 15 16 17 18 19 20 Mean
Precision-1 0.9682 0.6837 0.8511 0.9481 0.8844 0.8250 0.9363 0.9817 0.9717 0.6347 0.8829
Precision-2 1.0000 0.9932 1.0000 1.0000 1.0000 0.9940 1.0000 1.0000 1.0000 0.9858 0.9957

Recall 0.9325 0.8802 0.8276 0.8439 0.8025 0.9649 0.9671 0.9306 0.6913 0.7853 0.8890

Figure 6: Multi-modal Gesture Recognizer

ous assumption has been solved by our classifier combination
framework.

Now we plot the precision-recall curves of each gesture
recognizer for more intuitive comparison in Figure 7.

For multi-modal gesture recognizer, we can adjust the val-
ue of threshold θ to obtain different precision-recall score
pairs. However, for the default single-modal gesture recog-
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Figure 7: Precision-Recall Curves

nizers, there is no corresponding precision-recall curve since
the recognizer does not reject any candidate interval, regard-
less of how low the confidence score is. Therefore, we first
normalize the confidence scores and then set a threshold for
candidate interval rejection. In this way, we can obtain the
precision-recall curves for the single-modal gesture recogniz-
ers, based on audio and skeleton feature respectively.

From Figure 7, we can see that our multi-modal gesture
recognizer outperforms other single-modal gesture recogniz-
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ers obviously, which also proves that our classifier combina-
tion framework has achieved the desired performance.

5. CONCLUSION
In this paper, we present our approach employed in the

Multi-model Gesture Recognition Challenge in 2013. Our
approach makes full exploration of both audio and skele-
ton data, and with a novel classifier combination framework,
our multi-modal gesture recognizer achieves satisfying per-
formance in the final evaluation phase in this competition.

However, due to the time limitation, many other modali-
ties still remain unused. We are looking forward to mining
more information from video data, so as to improve the over-
all gesture recognition performance to a new level. Also, the
skeleton feature should be able to produce better recognition
results and more experiments are needed in this aspect.
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