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Abstract—An online reinforcement learning algorithm is pro-
posed in this paper to directly utilizes online data efficiently for
continuous deterministic systems without system parameters. The
dependence on some specific approximation structures is crucial
to limit the wide application of online reinforcement learning
algorithms. We utilize the online data directly with the kd-tree
technique to remove this limitation. Moreover, we design the
algorithm in the Probably Approximately Correct principle. Two
examples are simulated to verify its good performance.

I. INTRODUCTION

Online reinforcement learning (RL) draws a lot of attention
both from the computer science [1]–[4] and optimal control
science [5]–[9], because it uses the online data to achieve an
optimal policy through the interaction with the environment.
Compared to the offline reinforcement learning, the efficient
usage of online data, or the trade-off of exploration and ex-
ploitation becomes more critical. Besides, some issues related
to practical implementation, e.g. the convergence rate and the
obtained optimality, are also taken into consideration. Lots of
efforts [10]–[18] have been devoted to solve such problems
from different aspects.

Among many studies to overcome these problems, the
probably approximately correct (PAC) is one of the most
effective approaches. In the running process of an online
learning algorithm, if the sum of steps when it implements
non-optimal actions is finite and bounded, then it is called a
PAC algorithm. Considering finite Markov Decision Processes
(MDPs) with finite states, a lot of PAC algorithms have been
proposed, including E3 [19], RMAX [20], MBIE [21], Delayed
Q-learning [22], etc.

For recent years, many researchers have concentrated on
continuous-state systems to solve online optimal control prob-
lems in the PAC principle. Bernstein and Shimkin [23] propose
the ARL algorithm for continuous deterministic systems. They
prove their algorithm has a determinate finite time bound. But,
the implementation requires some parameters of systems. So
it is partially dependent on system information, which limits
its application.

In this paper, we consider the optimal control problem
of continuous deterministic systems and propose an online
data-based RL algorithm. Without relying on any specific
approximation structure, the online data are used directly. A
kd-tree technique is adopted. The implementation is based on
the current collected data and is applicable for arbitrary control
problems. As we adopt kd-tree and consider the PAC principle

on continuous-state systems, we term our algorithm as kd-
CPAC.

The paper is organized as follows. Section II introduces
the background for RL and Section III describes the kd-tree
technique adopted in the algorithm. The whole process of
kd-CPAC algorithm is presented in Section IV. We simulate
two examples in Section V to verify the performance of our
algorithm. The end is our discussion and conclusion.

II. FORMULATION OF ONLINE REINFORCEMENT
LEARNING

A continuous-state system with deterministic transition
function can be represented by a 4-tuple, (𝑆,𝐴,𝑅, 𝐹 ), where
𝑆 is a continuous state space, 𝐴 is a discrete action set,
𝑅(𝑠, 𝑎) is the reward function, and 𝐹 (𝑠, 𝑎) is the deterministic
transition function. Suppose the state space is bounded, not
infinitely extended. The reward function also has an interval,
namely 𝑟𝑚𝑖𝑛 ≤ 𝑅(𝑠, 𝑎) ≤ 𝑟𝑚𝑎𝑥. Note that in this case, 𝑅
and 𝐹 are both unknown to algorithms. So the only available
information is online observations (𝑠, 𝑎, 𝑟, 𝑠′), where 𝑟 is the
received reward and 𝑠′ is the next-step state at (𝑠, 𝑎).

During the interaction with the environment, we assume
that at time 𝑡, the agent has experienced a history of states
and actions, denoted by

ℎ𝑡 = {𝑠0, 𝑎0, 𝑠1, 𝑎1, . . . , 𝑠𝑡−1, 𝑎𝑡−1, 𝑠𝑡}.
In the online case, the policy is non-stationary as algorithms
can modify it at any moment. So actions are selected following
a series of policies 𝜋 = {𝜋𝑡}∞𝑡=0, namely 𝑎𝑡 = 𝜋𝑡(𝑠𝑡).

To evaluate the performance of a policy, we adopt the
discounted return criterion. Given a policy 𝜋 and an initial
state 𝑠0 = 𝑠, the discounted return is defined as

𝐽𝜋(𝑠) ≜
∞∑
𝑡=0

𝛾𝑡𝑟𝑡
∣∣
𝑠0=𝑠,𝑎𝑡=𝜋𝑡(𝑠𝑡)

where 𝛾 is the discount factor satisfying 0 < 𝛾 < 1. Note
that in some systems, agents may stop and get stuck at some
terminal states. Then the discounted return in this case is
modified to

𝐽𝜋(𝑠) ≜
𝑇−1∑
𝑡=0

𝛾𝑡𝑟𝑡 + 𝑉 (𝑠𝑇 )
∣∣
𝑠0=𝑠,𝑎𝑡=𝜋𝑡(𝑠𝑡)

where 𝑠𝑇 indicates the terminal state and 𝑉 (𝑠𝑇 ) is a predefined
value to estimate the success or failure at 𝑠𝑇 .
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The target of RL is maximizing the value of 𝐽𝜋(𝑠) and
the corresponding policy is called the optimal policy, 𝜋∗ ≜
argmax

𝜋
𝐽𝜋 . Here, we adopt optimal action-value function or

optimal Q function for the implementation of RL. It is defined
in a Bellman principle as

𝑄(𝑠, 𝑎) = 𝑟 + 𝛾max
𝑎′
𝑄(𝑠′, 𝑎′)

and the optimal policy is generated by

𝜋∗(𝑠) = argmax
𝑎
𝑄(𝑠, 𝑎).

Besides, as the reward function is bounded in an interval
[𝑟𝑚𝑖𝑛, 𝑟𝑚𝑎𝑥], so the value function also has an upper bound,
denoted by 𝑉𝑚𝑎𝑥 = 𝑟max

1−𝛾 .

As the information of systems is only from online obser-
vations, the storage of these samples is a major problem in the
algorithm. Next, we will give a brief description about kd-tree,
which is used to store online samples.

III. KD-TREE FOR THE STORAGE OF SAMPLES

Kd-tree, as an efficient approach to split the state space
and store data, has been applied widely in the field of RL
[24], [25].

Suppose a sample is denoted by (𝑠, �̂�, 𝑟, 𝑠′). We take
𝑠 as the key to refer the sample. For convenience, each
action corresponds to a kd-tree and there are ∣𝐴∣ kd-trees–
∣𝐴∣ indicates the number of actions. At the beginning, each
tree has an empty root, which occupies the whole state space.
When samples arrive, they are stored in the root. When the
number of stored samples reaches a maximum number 𝑁𝑠𝑝𝑙𝑖𝑡–
split condition, the space of the root is split into two nodes
by a split hyperplane at split dimension. At the same time, the
𝑁𝑠𝑝𝑙𝑖𝑡 samples are also divided separately into two children.
This process will continue if more samples arrive and the depth
of the tree will increase larger and larger.

The split dimension and hyperplane is determined by the
following principle. Calculate the variance of each dimension
among the samples in the node which is going to be split.
For better comparison, states are normalized by the span of
the state space before the calculation. The dimension corre-
sponding to the maximum variance is selected as the split
dimension. Then choose the median value at this dimension
among samples as the split hyperplane.

When a new sample (𝑠, �̂�, 𝑟, 𝑠′) is required to be added in
kd-trees, search the kd-tree of action �̂� for the leaf which 𝑠
belongs to. Then put the sample in the leaf node.

For arbitrary states, it is also convenient to find their neigh-
boring samples in kd-trees. Given a state 𝑠, the neighboring
samples of 𝑠 refer to the set of samples (𝑠, �̂�, 𝑟, 𝑠′) which
satisfy 𝑑(𝑠, 𝑠) ≤ 𝛿. 𝑑 is a metric 𝑑 : 𝑆×𝑆 → ℝ to specify the
distance between two states, and 𝛿 is the neighboring distance.
Start from the root and estimate the area of each node if it
is close to 𝑠 within 𝛿. If not, the children and the included
samples are also far away and there is no need to look into
them. Otherwise, if the distance between the node and 𝑠 is less
than 𝛿, and the node has children, then continue to estimate
each child in the same way until reaching leaves. Compare the

samples in the leaves with 𝑠 and output those whose distances
are less than 𝛿 as neighboring samples.

Based on the principle of storing samples with kd-tree, we
present the kd-CPAC algorithm in the following section.

IV. KD-TREE BASED CONTINUOUS PAC ALGORITHM

A. Data set

Based on the previous section, suppose the current time
is 𝑡 and we have a data set 𝐷𝑡 = {(𝑠𝑖, �̂�𝑖, 𝑟𝑖, 𝑠′𝑖)} stored in
kd-trees, in which are selective samples of the past time. As
𝑟𝑖 and 𝑠′𝑖 are determined by 𝑠𝑖 and �̂�𝑖, so we can simplify the
expression of a sample by the pair (𝑠𝑖, �̂�𝑖). Or just 𝑠𝑖 if given
�̂�𝑖.

Separate samples at different actions into different sets.
Use 𝐷𝑡(𝑎) to represent the set of samples belonging to 𝑎.
Furthermore, for an arbitrary state 𝑠 at action 𝑎, we construct
a neighboring set–𝐶𝑡(𝑠, 𝑎), to include the neighboring samples
(𝑠𝑖, 𝑎, 𝑟𝑖, 𝑠

′
𝑖) in 𝐷𝑡(𝑎) that have 𝑑(𝑠, 𝑠𝑖) ≤ 𝛿, where 𝛿 is

the predefined neighboring distance. If there exists no such
samples, we declare 𝐶𝑡(𝑠, 𝑎) = ∅. So 𝐶𝑡(𝑠, 𝑎) indicates the
set of samples that is 𝛿-close to 𝑠 and we can further use them
to approach (𝑠, 𝑎).

B. Data-Based Q Iteration

Based on the data set, we can utilize it to define a Data-
Based Q Iteration (DBQI) operator.

Definition 1 (DBQI operator) Given a function 𝑔 : 𝑆×𝐴→ ℝ

and arbitrary 𝑠 and 𝑎, the DBQI operator 𝒯 is defined as

𝒯 (𝑔)(𝑠, 𝑎) =

{
min

𝑠𝑖∈𝐶𝑡(𝑠,𝑎)

[
𝑟𝑖+𝛾 max

𝑎′ 𝑔(𝑠′𝑖,𝑎
′)
]
, if 𝐶𝑡(𝑠,𝑎) ∕=∅

𝑉max, otherwise
(1)

where (𝑠𝑖, 𝑎, 𝑟𝑖, 𝑠
′
𝑖) denotes the neighboring samples of (𝑠, 𝑎)

if 𝐶𝑡(𝑠, 𝑎) is not empty.

DBQI operator means for a pair (𝑠, 𝑎), if its 𝐶𝑡(𝑠, 𝑎) is
empty, we assign the value of (𝑠, 𝑎) with the upper bound
of value function, 𝑉max. Otherwise, we use the neighboring
samples in 𝐶𝑡(𝑠, 𝑎) to approach its value, more concretely, the
minimum one corresponding to the right side of the equation
in (1). It is obvious that the calculation of DBQI operator is
totally based on the stored samples.

We can prove 𝒯 is a contraction operator, so there exists
a fixed solution that has �̂�𝑡 = 𝒯 (�̂�𝑡). �̂�𝑡 is called Data-
Based Q Function (DBQF). To calculate �̂�𝑡, Value Iteration
(VI) [26], [27] or Policy Iteration (PI) [28], [29] can be used.

Based on value iteration, to calculate �̂�𝑡, we first initialize
a function �̂�(0)

𝑡 which can be assigned to any value. Usually
�̂�

(0)
𝑡 is equal to 0 or 𝑉max. Then calculate the Q values of

stored samples (𝑠, �̂�, 𝑟, 𝑠′) ∈ 𝐷𝑡 by

𝑞
(0)
𝑡 (𝑠, �̂�) = 𝑟 + 𝛾max

𝑎′
�̂�

(0)
𝑡 (𝑠′, 𝑎′).

Furthermore, a new �̂�
(1)
𝑡 can be obtained by

�̂�
(1)
𝑡 (𝑠, 𝑎) =

{
min

𝑠𝑖∈𝐶𝑡(𝑠,𝑎)
𝑞
(0)
𝑡 (𝑠𝑖, 𝑎), if 𝐶𝑡(𝑠, 𝑎) ∕= ∅

𝑉max, otherwise



The above equation is totally equal to the process of calculating
�̂�

(1)
𝑡 from �̂�

(0)
𝑡 by (1). Then, this calculation is iterated.

In conclusion, suppose we have �̂�(𝑗)
𝑡 of the 𝑗-th iteration,

calculate Q values of stored samples using

𝑞
(𝑗)
𝑡 (𝑠, �̂�) = 𝑟 + 𝛾max

𝑎′
�̂�

(𝑗)
𝑡 (𝑠′, 𝑎′).

Then �̂�(𝑗+1)
𝑡 at the (𝑗 + 1)-th iteration is obtained by

�̂�
(𝑗+1)
𝑡 (𝑠, 𝑎) =

{
min

𝑠𝑖∈𝐶𝑡(𝑠,𝑎)
𝑞
(𝑗)
𝑡 (𝑠𝑖, 𝑎), if 𝐶𝑡(𝑠, 𝑎) ∕= ∅

𝑉max, otherwise

As the above process is a variant of solving (1) by value
iteration, so it is convergent and the result is the same with
directly calculating �̂�𝑡 by value iteration. Moreover, in the
process, the only need is storing Q values of samples, and the
values of �̂�𝑡 over the whole state space are easy to obtain.

With �̂�𝑡, a greedy policy is extracted and applied to the
system online to obtain a new observation at the next step

𝜋𝑡(𝑠) = argmax
𝑎
�̂�𝑡(𝑠, 𝑎). (2)

C. Known vs Unknown

The next issue is whether to add the new observation into
𝐷𝑡 or not. At the beginning of the algorithm, 𝐷0 is empty. As
the implementation progresses, some observations are added
in 𝐷𝑡, while some are omitted to avoid the data set increasing
infinitely. The principle is only storing the samples that have
useful information about systems. So a definition of known is
given here.

Definition 2 (Known) Given an observation (𝑠, 𝑎, 𝑟, 𝑠′). If
𝐶𝑡(𝑠, 𝑎) ∕= ∅ and there exists a sample (𝑠𝑖, 𝑎𝑖, 𝑟𝑖, 𝑠

′
𝑖) ∈

𝐶𝑡(𝑠, 𝑎) such that

∣∣∣∣max
𝑎′
1

�̂�𝑡(𝑠
′, 𝑎′1) − max

𝑎′
2

�̂�𝑡(𝑠
′
𝑖, 𝑎

′
2)

∣∣∣∣ ≤ 𝜀𝐾 ,

then the observation is known. Otherwise, we say it is un-
known. The parameter 𝜀𝐾 is called known error.

When a new observation arrives, we determine if it is
known or unknown first. If known, we regard it with no useful
information for our algorithm. If unknown, the observation
contains some knowledge we have not known. Then it is added
into the data set and 𝐷𝑡 → 𝐷𝑡+1. Update �̂�𝑡 and 𝜋𝑡 to �̂�𝑡+1

and 𝜋𝑡+1.

At most cases of online problems, there exists an initial
state 𝑠0 and each episode has a fixed 𝑇𝑒𝑝𝑖𝑠𝑜𝑑𝑒 length. At the
beginning of each episode, the system is set to 𝑠0 and after
𝑇𝑒𝑝𝑖𝑠𝑜𝑑𝑒 steps, the episode ends and the state is reset. For this
kind of systems, the whole process of kd-CPAC is presented
in the following. Note that no parameters about systems are
involved.

Algorithm 1 Kd-CPAC Algorithm
Require: value function upper bound 𝑉max

∣𝐴∣ kd-trees
neighboring distance 𝛿
known error 𝜀𝐾

1: initialize 𝐷0 ← ∅, �̂�0 ← 𝑉max and 𝜋0(𝑠) =
argmax𝑎 �̂�0(𝑠, 𝑎)

2: for 𝑡 = 0, 1, 2, ... do
3: observe (𝑠𝑡, 𝑎𝑡, 𝑟𝑡, 𝑠

′
𝑡)

4: if (𝑠𝑡, 𝑎𝑡) is unknown in 𝐷𝑡 then
5: (𝑠𝑡, 𝑎𝑡, 𝑟𝑡, 𝑠

′
𝑡) is added into 𝐷𝑡

6: update �̂�𝑡 according to (1)
7: produce 𝜋𝑡 according to (2)
8: end if
9: execute 𝜋𝑡 on the system

10: end for no change of 𝐷𝑡 happens in an episode

V. EXAMPLES

In this section, we apply kd-CPAC to two different prob-
lems, Mountain Car and Inverted Pendulum. Mountain car is
a 2-dimensional system with failure and success terminals.
Inverted pendulum is also 2-dimensional but without terminals.

In the implementation, a distance metric 𝑑 is required.
Here, we choose 𝑑 in a modified version of maximum norm.
For two states 𝑠1 and 𝑠2, their distance is defined by

𝑑(𝑠1, 𝑠2) = max
𝑗

∣∣∣∣∣ 𝑠𝑗1 − 𝑠𝑗2
𝑆𝑗
sup − 𝑆𝑗

inf

∣∣∣∣∣
where 𝑆sup and 𝑆inf is the upper and lower bound of the
state space, and the superscript 𝑗 indicates the 𝑗-th dimension.
The value is normalized by 𝑆sup and 𝑆inf , which is based on
the same consideration in the calculation of variances when
choosing split dimension in kd-tree.

A. Mountain car

The mountain car is a widely used system to test RL
algorithms [24]. A schematic is illustrated in Fig. 1. At
the beginning, the car is initialized at the bottom position
(𝑝 = −0.5). By applying a horizontal force, the car can move
left and right. The target is to reach the top of the mountain
(𝑝 = 1). The system dynamics is denoted by

𝑝 =
1

1 +
(

d𝐻(𝑝)
d𝑝

)2

(
𝑢− 𝑔d𝐻(𝑝)

d𝑝
− �̇�2 d𝐻(𝑝)

d𝑝

d2𝐻(𝑝)

d2𝑝

)

where 𝑝 ∈ [−1, 1]m is the horizontal position of the car, �̇� ∈
[−3, 3]m/s is its velocity, 𝑢 ∈ [−4, 4]N is the horizontal force,
𝑔 = 9.81m/s2 is the gravitational acceleration, and 𝐻 denotes
the shape of the hill, defined as

𝐻(𝑝) =

{
𝑝2 + 𝑝, if 𝑝 < 0

𝑝√
1+5𝑝2

, if 𝑝 ≥ 0 .

In the simulation, the state variable is 𝑠 = [𝑝, �̇�]𝑇 and the
action set is discretized by 𝐴 = {−4, 4}. Whenever the car
passes the left edge (𝑝 = −1) or its velocity is over 3 (∣�̇�∣ > 3),
we regard it as a failure and stop the driving. The success
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Fig. 1. A schematic of mountain car system.

TABLE I. MOUNTAIN CAR: LEARNED POLICIES’ PERFORMANCE OF

KD-CPAC AT DIFFERENT KNOWN ERRORS WHEN 𝛿 = 0.01

𝜀𝐻 1.0 3.0 5.0 7.0 9.0

Length to success(s) 1.9 1.9 4.0 6.2 fail

condition is the car reaching the right edge (𝑝 = 1) within the
speed limit (∣�̇�∣ ≤ 3). So the failure terminal is assigned with
a low value, 𝑉 (𝑠𝑓𝑎𝑖𝑙𝑢𝑟𝑒) = −100, while the success one with
𝑉 (𝑠𝑠𝑢𝑐𝑐𝑒𝑠𝑠) = 0. In the middle of the process, each step has
a reward 𝑟 = −1. The discount factor is 𝛾 = 0.95 and the
sample time is 0.1s. The episode length 𝑇𝑒𝑝𝑖𝑠𝑜𝑑𝑒 is set to 10s
and the initial state 𝑠0 = [−0.5, 0]𝑇 . The split condition 𝑁𝑠𝑝𝑙𝑖𝑡

chooses 20.

First, we fix the value of neighboring distance 𝛿 as 0.01
and study the impact of different known errors 𝜀𝐻 on the final
learned policies of kd-CPAC. To evaluate a policy, the time
length in an episode to success is adopted as its performance.
The results are illustrated in Table I. Viewed from the ten-
dency, it is concluded that smaller known errors lead to more
optimal policies. This is consistent to our theoretical results.
Furthermore, if the known error is too large, the policy can fail
to move the car to the goal like the last experiment in Table I.

Then, we fix known error 𝜀𝐻 to 1.0 and examine the
influence of neighboring distance 𝛿. Similarly, we can conclude
from Table II that a large neighboring distance leads to a bad
policy. These two groups of experiments are consistent to our
theoretical results that the smaller values 𝛿 and 𝜀𝐻 choose, the
learned policy is more optimal.

Next, let 𝛿 = 0.02 and 𝜀𝐻 = 1.0 and observe the process of
kd-CPAC. After 100 trials of running, the algorithm stops and
a total of 1216 samples are stored. The stored samples at each
action are presented in Fig. 2, combined with the partitions of
state space by the leaves in kd-trees. These figures illustrate
that kd-tree can efficiently store samples for our algorithm.
Apply the learned policy to the system starting from the initial
state and the trajectories are depicted in Fig. 3. It is revealed
that after 1.9 seconds, the car successfully reaches the goal.
Besides, the policy is so efficient that only one turn of actions
in the episode leads to the success.

TABLE II. MOUNTAIN CAR: LEARNED POLICIES’ PERFORMANCE OF

KD-CPAC AT DIFFERENT NEIGHBORING DISTANCES WHEN 𝜀𝐻 = 1.0

𝛿 0.01 0.015 0.02 0.025 0.03

Length to success(s) 1.9 1.9 1.9 2.0 fail
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Fig. 3. Mountain Car: Trajectories of states and actions under the learned
policy of kd-CPAC with 𝛿 = 0.02 and 𝜀𝐻 = 1.0.

motor

l

m

Fig. 4. A schematic of the inverted pendulum.

B. Inverted pendulum

In the second simulation, we adopt the inverted pendulum.
It is a common example to estimate online algorithms [2].The
inverted pendulum is a device that rotates a mass in a vertical
plane and is driven by a DC motor. A schematic is presented
in Fig. 4 and its dynamics can be denoted by

�̈� =
1

𝐽

(
𝑚𝑔𝑙 sin(𝛼)− 𝑏�̇�− 𝐾2

𝑅
�̇�+

𝐾

𝑅
𝑢

)

where 𝛼 and �̇� are the angle and angular velocity of the
pendulum, satisfying the bound [−𝜋, 𝜋) rad and [−15𝜋, 15𝜋]
rad/s respectively. 𝑢 is the control action applied to the DC
motor and constrained to [−3, 3]V. For simulation, dynamics
parameters are adopted the same as [2], given in Table III and
the sample time is set to 0.01s.

The goal is to swing up the pendulum from the bottom
and balance it at the top. So the state input is 𝑠 = [𝛼, �̇�]𝑇

and the control action is discretized into 3 discrete values,
𝐴 = {−3, 0, 3}. The reward is designed by 𝑟(𝑠, 𝑎) = −𝑠𝑇𝑄𝑠,
where 𝑄 = 𝑑𝑖𝑎𝑔(5, 0.1). The discount factor is set 𝛾 = 0.98.
The episode length 𝑇𝑒𝑝𝑖𝑠𝑜𝑑𝑒 is 6s and each trial starts from
[𝜋, 0]𝑇 .

In this experiment, we still choose 𝑁𝑠𝑝𝑙𝑖𝑡 = 20 but set
𝛿 = 0.005 and 𝜀𝐾 = 30.0. After 143 episodes of learning, the
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Fig. 2. Mountain Car: Partitions of state space and the stored samples at each action of kd-trees with 𝛿 = 0.02 and 𝜀𝐻 = 1.0.
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Fig. 5. Inverted Pendulum: Partitions of state space and the stored samples at each action of kd-trees with 𝛿 = 0.005 and 𝜀𝐾 = 30.0.

TABLE III. PARAMETERS OF INVERTED PENDULUM

Symbol Value Meaning

𝑚 0.055 mass
𝑔 9.81 gravitational acceleration
𝑙 0.042 distance from centre to mass
𝐽 1.91e-4 moment of inertia
𝑏 3e-6 viscous damping
𝐾 0.0536 torque constant
𝑅 9.5 rotor resistance

algorithm stops and it stores 29684 samples. Stored samples
in three kd-trees are depicted in Fig. 5. As the problem is
complicated, more samples are stored and the state space is
partitioned by kd-trees to smaller sizes. Next, the learned
policy is applied to the system to observe its performance. For
comparison, an offline model-based Fuzzy Q-Iteration from [2]
is also applied to the same system. In its implementation, we
set triangular fuzzy partitions with 51 equidistant cores for both
state variables. After the offline learning, a convergent policy is
obtained. We implement these two policies with respect to kd-
CPAC and Fuzzy Q-Iteration to inverted pendulum and their
results are illustrated in Fig. 6. By comparison, it is obvious
that the policy of kd-CPAC algorithm (blue solid lines) has
a better performance than Fuzzy Q-Iteration algorithm (green

dashed lines), as kd-CPAC policy needs less steps to swing
up and balance the pendulum. So even our algorithm is online
and has no information about the system, the learned policy is
still more optimal.

VI. CONCLUSION

In this paper, we consider continuous deterministic systems
and propose a new online RL algorithm, kd-CPAC. During the
online running, the algorithm selectively stores samples and
utilizes them directly to produce policies. These policies are
prone to explore unvisited areas, which helps to collect system
information.

To avoid the dependence on approximation structure in the
implementation, we utilize the online data directly. It benefits
the algorithm with high efficiency of online data. To store
samples, a kd-tree technique is adopted. It helps to divide
the state space according to samples and store them in a tree
structure. Based on kd-tree, it is convenient for the algorithm to
locate samples and search for neighboring samples for arbitrary
states.
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