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Cligue-based Cooperative Multiagent Reinforcement
Learning Using Factor Graphs

Zhen Zhang

Abstract—In this paper, we propose a clique-based sparse rein-
forcement learning (RL) algorithm for solving cooperative tasks.
The aim is to accelerate the learning speed of the original sparse
RL algorithm and to make it applicable for tasks decomposed in a
more general manner. First, a transition function is estimated and
used to update the Q-value function, which greatly reduces the
learning time. Second, it is more reasonable to divide agents into
cliques, each of which is only responsible for a specific subtask. In
this way, the global Q-value function is decomposed into the sum
of several simpler local Q-value functions. Such decomposition is
expressed by a factor graph and exploited by the general max-
plus algorithm to obtain the greedy joint action. Experimental
results show that the proposed approach outperforms others with
better performance.

Index Terms—Multiagent reinforcement learning, factor

graph, max-plus algorithm, clique-based decomposition.

I. INTRODUCTION

HE concept of agent plays an important role in the design

of artificial intelligence. An agent can be viewed as a
computational entity that can perceive its environment through
sensors, make decisions according to a prior knowledge and
sensed information, and act upon its environment through
actuators!']. The design goal of agent is to optimize some
performance index. For example, a traffic signal light agent
determines its phase and cycle time according to the traffic
information transmitted from the sensors of nearby lanes!?,
with the aim of minimizing the average waiting time or queues
of the vehicles crossing the intersection® or entering the
freeway ramps!¥. In many cases, an agent is not standalone
but connected with others, and agents interact with each other
to affect the environment together. Sometimes, each agent
can only acquire the states of its nearby environment and
the behaviors of its neighbor agents. Such a system is called
multiagent system (MAS)!®!. If agents have common interest
and coordinate to fulfill a task, they are cooperative ones, e.g.,
wireless network agents cooperate to formulate a stable grand
coalition formation to yield significant gains with respect to
average rates per link!6!. Otherwise, if each agent only pursues
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the interest of its own, they are competitive ones, e.g., the
agents in one-on-one combat games compete with each other
to make the maximum profit of each individual"—8l. In this
paper, we only deal with cooperative agents. In MAS, an agent
has to learn its strategy from the environment and the others.
This makes the learning system more unstable to converge.
Thus, an important problem in MAS is how to make agents
achieve cooperation with partial state information and the
behaviors of their neighbors(®—10,

The strategies of the agents can be programmed in advance,
if there is sufficient a priori knowledge about the problem.
However, in many cases, the environment may change over
time, which makes the hardwired strategies hardly flexible.
Thus it is necessary for agents to learn strategies on their own.

Reinforcement learning (RL)!*! is a natural way to design
adaptive agents. Unlike supervised learning, RL learns by trial-
and-error without an explicit teacher. This is very important for
designing agent, especially in case where a priori knowledge
is limited. A strategy learned by RL is represented by a value
function or a Q-value function. A value function maps each
state to some value as an estimation of the state’s goodness in
the long run, while a Q-value function maps each state-action
pair to some value as an estimation of the action’s goodness
in the long run. When RL is employed, a transition function
can be estimated and used to update the value function online.
Previous studies have shown that this can reduce the learning
time greatly['2,

The learning dynamics or convergence of multiagent rein-
forcement learning (MARL) is the theoretical foundation. The
early analysis on the dynamics of RL in cooperative MAS was
done by Claus and Boutilier'3). They analyzed the dynamics
of independent learners in a two-agent repeated game. Besides,
Tuyls!*¥ analyzed independent Q-learning (IQL) through evo-
lutionary game theory. Gomes and Kowalczyk('®! analyzed
IQL with e-greedy exploration. Kianercy and Galstyan!!¢!
analyzed IQL with Boltzmann exploration. These results have
given inspiration for designing MARL algorithms. In fact,
most theoretical results on MARL are limited to repeated
games. Drawn from Markov decision process and game theory,
stochastic games are proposed as a general framework for
studying MARLI'7=18] Under this framework, many MARL
algorithms have been presented. Examples are minimax-Q['7),
Friend-or-foel*?!, Nash-Q[2%1, IGA[], and Wolf-PHC22, As
the number of agents increases, the state space and the joint
action space grow rapidly, which is the so-called problem of
curse of dimensionality in MARL. Researchers have managed
to suggest many algorithms and studied them in different
domains. Adaptive dynamic programming (ADP)[23—29 is an
effective approach to relieve such problem by using neural
networks to approximate the value function and the policy.
ADP has been applied to many fields such as air-fuel ratio
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control% adaptive cruise control!®! and pendulum robots
controll32, Crites and Bartol*3! used the global reward Q-
learning to dispatch a group of elevators. Bazzan et al.[34—3%]
split traffic signal light agents into groups to reduce the
joint action space and proposed a way of coordinating many
agents in stochastic games. Kok et al.l3%l proposed sparse
cooperative Q-learning, where the global Q-value function
was decomposed into local Q-value functions, each of which
depended only on a small subset of all variables of state and
action. Each agent maintained a local Q-value function and
updated it with the greedy joint action which was obtained
by the max-plus algorithm37], However, two problems still
remain to be adequately addressed. First, the original sparse
Q-learning is not used with a transition function, which usually
means a relatively low learning speed. Second, the max-plus
algorithm can only deal with local Q-value functions with two
variables, which limits the generalization of global function
decomposition.

In this paper, our aim is to solve the coordination problem
for a class of multiagent systems on tasks which can be
decomposed into subtasks. We deal with the problem in two
aspects. First, a transition function is estimated and used to
update the Q-value function with the aim of reducing the
learning time. Second, it is more reasonable to divide agents
into cliques, each of which is responsible for a specific subtask.
In this case, the global Q-value function is decomposed into
the sum of several simpler local Q-value functions which
can contain more than two variables. This implies that more
flexible decomposition can be considered according to the
problem. Such decomposition can be expressed by a factor
graph and exploited by the general max-plus algorithm to get
the greedy joint action in a distributed manner.

This paper is organized as follows. In Section 11, we describe
the problem of the coordination for a distributed sensor
network (DSN). Section Il introduces stochastic games and
gives possible popular MARL algorithms for comparison. In
Section 1V, the clique-based sparse cooperative RL algorithm
using factor graphs is proposed. We will show how to update
the transition function, how to decompose agents into cliques,
and how to use a factor graph to solve the problem. In Section
V, the experimental results of various MARL algorithms are
presented and compared. Section VI gives the conclusions.

Il. DISTRIBUTED SENSOR NETWORKS

The DSN problem is a distributed optimization problem
which was part of the NIPS 2005 benchmarking workshop!3#!,
It is composed of two arrays of sensors. Fig.1 shows a DSN
with eight sensors, each of which has three actions, i.e.,
focusing on its left, focusing on its right or not focusing at all.
Notice that the action range of corner sensors is not limited
to cells. For example, Sensor O can focus on its left even if
that focus is outside of any cell. There are two targets moving
within three cells. Each target has equal probability to move
to its left cell, move to its right cell or just stay where it is.
The two targets take actions according to the order from left
to right. Each cell can be occupied by at most one target at
one time. If a target decides to move outside of the three cells
or move to a cell which has already been occupied by another
target, it will stay where it is. Each target has the maximum
energy value (i.e., 3) in the beginning. The energy of a target

will be decreased by 1 which is called a hit, if at least three
sensors focus on the cell it stays in. If its energy value is 0
which is called a capture, it will get vanished from DSN and
do not occupy any cell at all. If all targets are eliminated or
300 steps elapse, an episode is finished[®"!.

The credit assignment setting follows [39]. Every focus
action produces a reward of —1. No focus produces a reward
of 0. If a capture is caused by four sensors, only the sensors
with three highest indices are rewarded by 10, respectively.

X X XK X

Cell 0 Cell 1 Cell 2

K X & K

Fig. 1. A distributed sensor network with eight sensors ® and two
targets e.

Notice that sensors do not know whether a hit or a capture
has happened but they know the actions of their neighbors. The
aim is to obtain as many accumulated rewards as possible in an
episode. In this paper, two targets are initially located in two
random cells. During each step, the sensors make decisions
and act on targets first, causing an intermediate state, then it
is the turn for targets to move, transferring to the next state.
It is clear that the immediate reward is only dependent on the
intermediate state, for they contain the information of whether
there is a hit, a capture, focus or no focus. Moreover, we
assume that intermediate states can be sensed by all sensors.

In this problem, there are totally 3% = 6561 actions and 37
states. In theory, the single agent RL algorithm can learn the
optimal strategies for a group of agents if they are regarded as
a whole. Nevertheless, there are two issues that make it infea-
sible for the DSN problem. First, the joint action space grows
exponentially as the number of agents increases. Exploring
so many state action pairs would be arduous. Second, in the
DSN problem, it is impossible for each agent to observe the
complete environment state and the actions taken by all the
other agents. Next, we introduce several MARL algorithms to
solve these problems to some extent.

I1l. COOPERATIVE MULTIAGENT RL

In cooperative MAS, all agents act together to make their
environment transit from one state to another, and then they
get an immediate global reward. Their objective is to get the
maximum accumulated global reward in the long run. Next,
we will introduce the theoretical framework that represents
such a problem, i.e., stochastic games. Then, several popular
MARL algorithms will be introduced and compared with the
proposed algorithm.

A. Stochastic Games

A stochastic gamel'” is a tuple <S, p, A1, Ag, -+, Ay,
r,T9, -,y >, Where S is a finite or infinite set of envi-
ronment states, n is the number of agents, A; is the set of
agent ¢’s actions for i = 1,2,--- ,n, the transition function
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p:SxA x Ay x---x A, xS — [0,1] determines the
probability of transition from state s to s’ under the joint action
a of all agents, and r; : S x Ay x Ao x -+ x A, xS =R is
the immediate local reward function of agent 7. The immediate
global reward of all agents is r(s,a,s’) = >, ri(s,a;,8").
We define A = A; x A x - - x A, as the set of a, a; as agent
1’s action and a; as the joint action of agent : and its neighbors.
The learning objective is to maximize the cumulative global
reward at each time ¢, i.e.,

R(t)=r(t+1)+yr{t+2)+-+7"rt+T+1) =
T
> Akrt+k+1), )

k=0

where ~ is the discount factor within [0, 1], T" is the ending
time of an episode, and r(¢+1) is the immediate global reward
actually received at time ¢ + 1. The smaller ~ is, the more
important the rewards at early times become.

A Q-value function represents the expected cumulative
global reward for a state s when selecting an action a. Ac-
cording to the Bellman equation, the optimal Q-value function
can be obtained by

Q*(s,a) = Zp(s’|3,a)(r(s,a,s’) + rn}lz}xQ*(s’,a’)).
s @

Once the optimal Q-value function is computed, the greedy
joint action for state s is max, Q*(s,a). For completeness,
we give the single agent RL algorithm first.

B. Single Agent RL

We implement single agent RL using value iteration
schemel*!], which is a standard way of solving dynamic
programming problems. In fact, it is an iterative form of
Bellman equation. In value iteration, a transition function is
estimated and used to update the Q-value function online as

Q(s,a) =Y pls'ls,a)(r(s,a,8') +rQ(s',a')).  (3)

The joint action a is selected by the following e-greedy policy:

|

where ¢ € (0,1) is the exploration rate. Next, we introduce
several MARL algorithms, where e-greedy method is also used
to balance exploitation and exploration.

arg max Q(s,a) with probability of 1 — ¢,
a random action € A with probability of ¢,

(4)

C. Independent RL

In independent RL[*C!, each agent stores and updates a Q-
value function of its own. For agent 4, the updating rule is

Qi(s,a;) =
Qi(s,a;) + a(ri(s,a,8") + vQi(s',al) — Qi(s,a;)), (5)

where o € (0,1) is the learning rate that controls the weights
of the old Q-value and the estimated error. The dynamics
of independent RL have been extensively studied in repeated
games!14—16], Although there is no guarantee for convergence,
this algorithm has been applied in some situations.
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D. Multiagent Q-learning with Join State Value Approxima-
tion

The motivation of the multiagent Q-learning with joint state
value approximation (MQVA)[*!] is to relieve the dimension
disaster problem. Two main processes are described as follows.
First, each agent stores a Q-value function and updates it
according to

Qi(s,a;) = Qi(s, a;) + a(v(s,a,8") + 71V (s') — Qi(s, Gi)()é)

Second, the joint state value function V'(s) is updated as

aAV(s), if AV(s) > 0,

else, Q)

where AV(s) = r(s,a,s’) + vV (s') — V(s). In [41], if a
greedy joint action is performed, the joint state value function
should also be updated. However, in the DSN problem, we
find that updating V'(s) by (7) can obtain more accumulated
rewards with the price of a little more steps used to capture
targets. The greedy joint action is composed of each agent’s
greedy action.

E. Sparse RL

Sparse RL[%) is based on the assumption that the global
Q-value function can be decomposed into local Q-value
functions, each of which is dependent on actions of fewer
agents. The dependency between agents can be visualised
by a coordinated graph (CG)[*2l. A CG is a bipartite graph
G = (V, E), in which each node € V represents an agent and
each edge (¢, ) € E means agents ¢ and j are neighbors. Once
the structure of a CG is settled, it will not change thereafter.
The global function can be decomposed in terms of agents
or edges. In this subsection, we only introduce agent-based
sparse RL and edge based sparse RL with edge updating.

1) Agent-based sparse RL: The global function can be
decomposed in terms of agents. Each agent stores a local Q-
value function that depends on a small subset of variables of
all state and action. Each agent 7 updates its Q-value function

by

Qi(si,ai) = Qi(si,ai) + CY(T‘Z'(S,G,,S/)"‘
VQi(8},a;) — Qi(si,a:)), 8

where s; is the state which can be perceived by
agent 7.Here, we define the global Q-value function as
Q(s,a) = I, Qi(ss,a;), the greedy joint action as a =
argmax, QQ(s,a), and the joint action of agent ¢ and its
neighbors as a;. We can see that the major difference between
sparse RL and other MARL algorithms is that it updates local
functions using greedy joint actions instead of local greedy
actions with the aim of achieving maximum global Q-value at
any timel36],
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2) Edge-based sparse RL: Another method of decompo-
sition is based on edges. The global function is decomposed
into local functions, each of which depends on the joint action
of two agents connected by an edge. Its advantage lies in that
the computation expense of global function grows linearly with
the number of neighbors. One way to assign credit between
edges is the edge-updating rulel3% j.e.,

Qij(sijaaivaj) =

Ti(saaa'sl) T'(Sva"s/)
Qij (85, ai, aj) +a( 0] J|F(j)|
YQij(s7;, aj, af) — Qij(sijaaiaaj))a 9)

where Q(s,a) =3 _; ep Qij (8i5, ai, a;), [L'(4)] is the num-
ber of agent i's neighbors, s;; is the state perceived by agent
1 and j. The max-plus algorithm is used to derive the greedy
joint action[37,

1V. CLIQUE-BASED SPARSE RL USING FACTOR GRAPHS

So far, we have reviewed several MARL algorithms. Among
them, the sparse RL algorithm has a great potential to learn
the optimal global Q-value function and the optimal policy
in a distributed way. Its advantage over others is that it
utilizes the dependency between agents to decompose the
global Q-value function. Then the greedy joint action is
computed and evaluated in a distributed way while others
just evaluate local greedy actions. However, two problems
still remain to be adequately addressed. First, the conver-
gence speed of the original sparse RL is slow. Second, the
global function can only be decomposed into local func-
tions containing two variables, which might be unreasonable
in some cases. Thus in the next section we extend it to
the case that local functions contain more than two argu-
ments. We will show that the proposed method reduces the
learning time and improves the quality of learned strate-
gies.

A. Sparse RL with a Transition Function

We combine the original sparse RL[3¢ with a transition
function to update the Q-value function as

Qi(si,a;) =
Qi(si,ai) +a< > plsilsi ai)(ri(si,ai,8})+

SQES»L

7Qi(s},a})) — Qi(siaai))- (10)
The transition function p is updated online by counting
method!'*). The pseudo-code of the complete algorithm for
agent i is given in Algorithm 1. n(s;, a;) represents the number
of visited state-action pair (s;,a;). m(s;, a;, s;) represents the
number of visited state-action-state triple (s;,a;, s}).

Algorithm 1. The pseudo-code of model-based sparse
RL algorithm.

1: Initialize Qi(si,ai) = O,n(si,ai) = 0, for {(si,ai)|si S
Si,a; € As}

2: p(si|si,a;) = 0,7i(si,ai,8;) = 0,m(si,a;,8;) =0

3: for {(s}|si,ai)|s: € Si,ai € A;, s} € S;} do

4:  memoryAction(s;)=0 for {s;|s; € S}

5. Select an action a; by some policy (like e-greedy policy)
6: end for

7: repeat

8:  Execute action a;

9:  Observe state s; and immediate reward r;

10:  n(s;,ai) =n(si,a;) +1

11:  m(s;,a;,8;) = m(si,a}-,s;) +1

12: p(sh|si, ;) = Zeiaien)

n(s;,a;)

13:  7(s;,a4,8;) = r(si,ai,s;) +

RoTE)
w o argmax@Q(s’,a’) with the probability of 1 — ¢
“ a random action  with the probability of ¢
150 Qi(si ai) = Qi(si,ai)+a( X p(silsi,ai)(r(si,ai,87)+
8,€S;
YQi(si,a7)) — Qi(si, ai))
16:  memoryAction(s;) = a;
17: S; — 8;
18: a;, — a;
19: until the pre-defined number of iterations is reached
20: return

The greedy joint action a is acquired by the general max-
plus algorithm which will be described later. Notice that when
a local function is being updated, it is impossible for agent i
to independently acquire the greedy joint action in each state
s;, the only thing it can do is to resort to a table memory
action(s}) in which once state s; is met, the computed greedy
joint action a; is stored.

In the DSN problem, the immediate local reward and the
next state are determined after the actions are performed.
Equation (10) can be simplified as

Qi(s1.a) = Qulsra) + (X plslssan) (s (ov 015+

’

8;

1Qu(s)a))) sti,az—)) — Qilsian)t
o S plslst )+ 16l aD) ~ Qulswan)) -

’
S

Qi(si,a;) + Oé<7’z' + v ZP(SH'Szmer)Qi(s;aa;)_

8

Qilsian) 1)
where s/ is the intermediate state available for agent .
Thus only the transition function p: s; x 8" — [0, 1] needs
to be estimated.

B. Clique-based Decomposition

How to assign credits among multiple agents is an important
issue in MAS. The simplest approach is to split the global
reward equally among agents. This method is called global
reward and is widely used in cooperative MAS. It may
produce lazy agents because the reward received by an agent
does not necessarily depend on its own contribution. Another
extreme way is to assign credits to each agent according to
its own behavior, which is called local reward. But its final
outcome may deviate from the designer’s original intention,
i.e., cooperation, for there is no explicit mechanism to promote
agents to help each other[*3],
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In this paper, we propose a new method by hybridizing
the two methods mentioned above. In fact, our method is very
similar to hybrid team learning3! which has been investigated
in genetic programming by Lukel*4). In this kind of learning,
agents with the same local interest are clustered into one
clique. In each clique, there is one learner in charge of learning
and deciding for each agent within the same clique. It receives
rewards according to the performance of its clique, stores and
updates a local Q-value function which is dependent on the
local states sensed by its clique and the joint actions of agents
in its clique.

As shown in Fig. 2, eight sensors are split into three cliques.
We cluster them in the way that each clique is responsible
for hitting and capturing a target in a cell. The topology is
stationary thereafter.

Since there are overlaps between cliques, we make the
following credit assignment rules. Each clique occupies a cell,
for example, Clique 0 occupies Cell 0. In each step, if a sensor
does not focus on the cell occupied by its clique, its immediate
reward will not be added into its clique. Each clique can only
sense what happened in the cell it occupies. Take Clique 1 for
example, it can only distinguish four states, i.e., whether there
is a target in Cell 1, and how much energy is left (1, 2, or 3).

OySy ay ay,a,,a;) O(s, a,, a;,a,a) O[S, a,, a, ag,a,)

Fig.2. Clique-based decomposition.

C. Factor Graphs and The General Max-plus Algorithm

The suggestion to use factor graphs comes from [39]. As for
a specific state, Q-value function is only dependent on action
variables. Thus the global Q-value function is decomposed in
terms of cliques as

Q(ag,a1, a2, a3, a4, as, as, a7) = Qolao, as, as, a7)+

Q1(a4,as,as,a7) + Q2(a1, az, as, ag), (12)

where the local Q-value functions Qg, @1, and Q- are stored
and updated by the learners of the three cliques, respectively.

Decomposition (12) can be expressed by a factor graph[*9] as
shown in Fig. 3(a). A factor graph is a bipartite graph, and it
comprises variable nodes and factor nodes. A variable node is
visualized as an empty circle to represent a variable. A factor
node is visualized as a solid square to represent a factor. For
clarity, we use node(a;) and node(Q;) to represent the node
for variable a; and the node for function ();, respectively. An
edge connects node(a;) and node(Q;) if and only if a; is an
argument of @;. Two nodes are neighbors if and only if there
is an edge between them. The decompoasition of the global Q-
value function in the DSN problem should obey the following
rules. On one hand, the factor graph of the sum of the local
Q-value functions should be connected, that is, there should
be at least one path for any two nodes in the factor graph.
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Otherwise, there must be standalone agents or cliques. On the
other hand, the loops in the factor graph should be as few
as possible, because they will cause explosion of messages
during the message passing process. Efficient algorithms for
solving the maximum of (12) often exploit the possibility of
factorizing the global function. The first such algorithm is
belief propagation!*¢! which is used to approximate marginal
probability in a Bayesian belief network. Kschischang et al.[*?!
proposed a general manner of belief propagation in a factor
graph which is called sum-product algorithm. The general
max-plus algorithm can be obtained from the sum-product
algorithm once we use maximization instead of summation
and then transform it to log domain. It follows a simple rule
that each node keeps sending messages to all of its neighbors
until the termination condition is met. There are two types of
messages. Let N(z) represent the set of neighbors of node
2. The message sent from the variable node node(a;) to the
factor node node(Q;) is
Mfl:)rdt(ai)ﬂnode(Qj)(ai) =
Mﬁode(Qk)enode(ai)(ai)a
node(Qy )€ N (node(a;))\{node(Q;)}
(13)

where N(node(a;))\{node(Q;)} denotes the set of nodes
which belong to N (node(a;)) except node(Q);).

The message p sent from the factor node node(Q,) to the
variable node node(a;) is

t+1 —
Mnode(Qp)enode(al)(al) -
max | Qp(ap)+

ap\a;
>

Mﬁode(ak)enode(Qp) (ak)> )
node(az)€N (node(Qp))\{node(a;)}

(14)

where a,\a; represents the arguments of local function @,
except a;. When messages do not change any longer or the pre-
defined number of iterations is reached, the maximum solution
can be computed by maximizing messages received by each
variable node, respectively, as

a; =argmaxb(a;) =
a;

arg max E
a;

node(Q )€ N (node(a;))

HMnode(Qr)—node (ai). (15)

The pseudo-code of the general max-plus algorithm is
shown in Algorithm 2. The number of variable nodes and
factor nodes are represented by n and m, respectively. In a
factor graph, message sending can be sequential or parallel.
In one way, messages are sent step by step from leaf nodes
to root nodes and then back propagated from root nodes to
leaf nodes. In another way, as shown in Algorithm 2, one
node does not have to wait for incoming messages before
sending them. If a unique a; exists for maximizing b(a;), the
maximum solution is unique!*?!. Under this assumption, exact
solution could be obtained by using the general max-plus
algorithm in a loop-free factor graph.

Algorithm 2. The pseudo-code of the general max-plus
algorithm
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1: Initialize

2 uﬁode(ai)ﬂnode@j)(ai) = 0 for all a; € A, node(Q;) €
N(node(a;)), i =1,2,---,n

3 Liode(@,) —note(ay) () = 0 for all a; € A, node(a;) €
N(node(Qp)S, p=1,2,---,m

4: Timet=0

5: repeat

6: for each variable node node(a;) do

7 for each factor node node(@;) € N(node(a;)) do
8: Send message for all a; € A,
o

t+1 ) —
N‘node(ai)ﬂnode(Qj)(az) -

Nzode(Qk)Hnode(ai) (ai)
node(Qy) € N (node(a; )\ {node(Q;)}
10: end for
11: end for
12: for each factor node node(Q,) do

13: for each variable node node(a;) € N(node(Q@,)) do

14: Send message for all a; € A,
. t+1 —
15 p‘node(Qp)ﬁnode(al)(al) - 2)12\1;(1 (QP(U’P)+

)u‘:lode(ak)ﬂnode(Qp) (ak))
node(ay, )€ N (node(Qp))\{node(a;)}

16: end for
17: end for
18 t=t+1

19: until specified iteration number is reached
20: for each variable node node(a;) do
21: aj = argmax b(a;) =

arg max

A N;ode(Qk)Hnode(ai) (a:)
@i node(Qy)€EN (node(a;))

22: end for
23: return

As shown in Fig.3(a), the factor graph contains loops.
Under these circumstances, the exact solution cannot be guar-
anteed by using the general max-plus algorithm directly. This
is due to the fact that the messages received by a node contain
the message sent right from it in an undetermined way, leading
to an explosion of messages. This problem can be alleviated by
using asynchronous message passing!*®l and message passing
with damping[*?!. The mechanism of message passing is still
unclear, nevertheless, the belief propagation like algorithms
have shown great success in some situations, for example, the
decoding of turbo codes(®°!.

Here, to get the exact maximum of (12), we break the
loops by merging variable nodes node(as), node(ag) into one
node and node(a4), node(az) into another node, as shown
in Fig.3(b). The domain of the emerged variables is A5 =
A5 X AG and A47 = Ay x A7.

(@) Q2 (@ (@)

(a) The factor graph for the sum
Qo(ao,as,as,a7) + Q1(as,as,a6,a7) + Q2(a1, a2, as, ag)

Qo O 0}

(b) The factor graph after breaking loops by merging nodes
Fig.3. The factor graph for clique-based decomposition.

In clique-based decomposition, there might be more than
two agents in a clique, which means a local Q-value function
may have more than two action variables. In this situation, the
maximization problem cannot be tackled directly by using the
max-plus algorithm proposed by Kok et al.[*”). Although their
techniques can be generalized to local functions with more
than two variables by converting the concerned graph to one
with only pairwise inter-agent dependencies, we believe that
it is more natural and convenient to use factor graphs and the
general max-plus algorithm to get the greedy joint action in a
distributed manner.

Next, we will test our proposed algorithm as well as the
reviewed MARL algorithms on a stochastic game-distributed
sensor network.

V. EXPERIMENTS

In this section, a DSN with eight sensors and two targets
shown in Fig.1 is used as our test-bed for the proposed
algorithm and other MARL algorithms.

A. Experiment Settings

We average the results of 50 runs, each of which comprises
n; = 10000 learning episodes and 5000 strategy evaluation
episodes. In each learning episode, Q-value functions are
updated online and actions are selected with e-greedy policy.
Exploration is performed synchronously, which means all
learners explore or exploit at each step. To realize synchroniza-
tion, we set the same random seed for each sensor and activate
them simultaneously. In each strategy evaluation episode, Q-
value functions are stationary and the greedy joint action is
always selected. We only present the average performance of
50 episodes which is an episode block. During learning, the
learning rate is decreased linearly with the number of learning
episodes as

o= — Qi /N,

where «;,,; is the initial learning rate and is set to be 0.7. The
exploration rate ¢ is constant and is set to be 0.2. The discount
factor ~ is constant and is set to be 0.9. As for the general
max-plus algorithm, the maximal iteration number is set to be
10.

For a DSN problem, global states mean the position and
energy of all targets. Local states are referred to the local
environment states which can be sensed by a clique. For
example, the learning agent for Clique 1 can sense and
distinguish four different local states, i.e., whether there is
a target in Cell 0 and how much energy is left (1, 2, or
3). Agent-based sparse RL, edge-based sparse RL, and the
proposed algorithm clique-based sparse RL with a transition
function employ only local state information while the others
use global states information.
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B. Experiment Results

We list the experimental results of single agent RL and
MARL algorithms in Fig. 4 for clear comparison.

Single agent RL shows good performance in both average
accumulated rewards and steps. However, it obtains the greedy
joint action by exhaustion, which means, if there are more
sensors in the network, it would probably fail to learn a good
strategy in time.

Independent RL takes much more steps to capture targets
compared to the other algorithms, so its performance is not
shown in Fig.4(d). We analyze its learnt strategy and find out
that sensors do not focus on some states at all. This will not
influence the accumulated rewards but do increase the number
of steps to capture targets. Independent RL and MQVA obtain
less rewards than the other algorithms. We note that the greedy
joint action of either independent RL or MQVA is composed
of each agent’s greedy action. Although MQVA uses the joint

Average accumulated rewards

20 40 60 80 100 120 140 160
Number of blocks

180 200
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state value function to update each agent’s Q-value function,
it does not concern other agents’ influence. Since each agent
only takes care of itself, it is hard for them to cooperate
well. MQVA and edge-based sparse RL take the second largest
number of steps to capture targets.

Agent-based sparse RL shows an average performance. It
is a natural way to decompose a task in terms of agents. Yet,
it is better to split them into several different cliques in the
DSN problem. The average accumulated rewards obtained in
this paper are higher than those obtained in [39]. The reason
might be the higher learning rate adopted in this paper.

The proposed clique-based sparse RL with a transition
function gains the highest average accumulated rewards in
minimal steps among all algorithms, that is, more than 41
average accumulated rewards in slightly more than 3 steps,
which is close to the best possible performance, i.e., 42
rewards in 3 steps(®]. Moreover, it learns faster than any other
algorithm, as shown in Fig. 4.

42
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(a) Learning performance on average accumulated rewards per episode (b) Strategy evaluation on average accumulated rewards per episode
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(c) Learning performance on average steps per episode

Clique-based sparse RL with a transition function
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(e) Legend

Fig.4. Average reward and steps using different RL.
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In the case of sparse RL and the proposed algorithm,
although states are partially observable, they still perform
well. We think it is benefited by the characteristics of the
DSN problem. The coordination task can be decomposed into
subtasks fulfilled by different cliques. This implies that the
states needed to fulfill a subtask are more important for a
clique. For example, for agents of Clique 1 to hit and capture
a target in Cell O, the states of whether there is a target in Cell
0 and how much energy (1, 2, or 3) is left are much more
important than those of whether there is a target in Cell 1 or
2. This might be the reason why sparse RL and the proposed
algorithm can perform well in the DSN problem even if only
local states are available.

VI. CONCLUSION

In this paper, we deal with the problem of how to achieve
the cooperation in the DSN problem. First, we combine sparse
RL with a transition function. Second, we present clique-based
decomposition as a method to assign credit among agents.
Third, we use the general max-plus algorithm in a factor graph
to acquire the greedy joint action. In this way, each agent
needs only to sense local environment and communicate with
its neighbors. Furthermore, the local Q-value functions can
contain more than two variables, which means, more flexible
decomposition can be considered according to the problem.
Compared with other MARL algorithms, the proposed algo-
rithm gains the best learning performance and produces the
best strategies for the DSN problem.

We believe that the best way for the decomposition depends
greatly on the problem concerned. In the DSN problem, by
splitting sensors into cliques, we formulate a factor graph
which can be easily converted to a loop-free one. In more
complicated MAS, a factor graph probably has many loops,
which makes the convergence and stability of the general
max-plus algorithm not hold any more. In the future, we
will examine the feasibility and effectiveness of the proposed
algorithm in more applications such as coordination of traffic
signal lights in an artery and try to solve the problem of factor
graphs containing loops.
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