
 
 

 

 

Abstract— Floating Car Data (FCD) technique is new way 
for real-time traffic flow collection of large-scale urban 
network. The dynamic guidance and control of urban traffic 
need to process massive FCD quickly. In this work, the 
characteristics of FCD are experimentally investigated, and a 
dynamic task scheduling algorithm is first proposed for FCD 
parallel computation. In allusion to the uncertainty and 
dynamics of FCD, a dynamic task partition method is 
introduced to divide FCD packages properly. The load balance 
among computing nodes can be achieved using the dynamic 
task allocation strategy. Our algorithm is developed on high 
performance parallel computer KD-50 platform. The field FCD 
of Beijing is used to test this proposed algorithm. The 
experimental results illustrate our algorithm has high parallel 
performances for massive FCD processing. 

I. INTRODUCTION 

arge-scale traffic flow collection is the requisite of urban 

traffic guidance and active control. Traditional traffic 

flow collection methods such as indicator loop, microwave, 

radar, and video are of fixed location, which can merely offer 

section data of road segments. Floating car data (FCD) is an 

emerging technique for large-scale traffic flow collection. In 

FCD method, a number of vehicles equipped with global 

positioning system (GPS) are utilized to collect traffic flow 

data of road network. In nature, these vehicles constitute a 

mobile sensor network. Each floating car transmits its 

longitude, latitude, time, instantaneous velocity, and heading 

information to remote monitoring center through wireless 

communication network at a certain time interval. In remote 

monitoring center, the FCD packages are processed to 

acquire real-time traffic conditions of urban road network. 

Therefore, the underlying data can be provided for urban 

traffic guidance, control, and management. 

FCD has received considerable attention in recent years. In 

application aspect, some traffic dynamic guidance systems 

including ALI-SCOUNT (Germany), MAYDAY (USA), and 

P-DRGS (Japan) have been developed successfully [1-4]. The 

theoretical research of FCD mainly concentrates on selection 

and optimization of floating car numbers, OD estimation, 

and traffic incidence detection, etc [5-10]. 
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In order to accurately model traffic flow of urban road 

network,  a certain amount of folating cars (about 5% of total 

numbers of motor vehicle on the road) are needed for data 

collection. In view of the communication costs, the sample 

frequency of floating car is usually 1/15 or 1/30 Hz, while the 

time interval which floating car uploading data to remote 

monitoring center is set to 3 or 5 minutes. Thus, there are 

massive FCD packages needed to be processed. For instance, 

there are about 25,000 taxies served as floating cars in 

Beijing, which generate more than 2.5M byte FCD packages 

every 5 minutes. 

The massive FCD must be handled and analyzed rapidly to 

achieve urban traffic guidance and control dynamically. The 

existing serial processing modes such as MAYDAY and 

P-DRGS paradigms can not meet high real-time 

requirements. Parallel processing of FCD is a inevitable 

choice. But up to now, research on parallel processing of FCD 

is still at an early stage, and little work has been carried out 

from a literature survey. 

To effectively keep the processing delay within an 

acceptable level, Lu et al. developed a structure of distributed 

FCD processing system based on multiple servers [11]. 

Grouped FCD workload is assigned based on volume of each 

FCD group and computing capability of each server. 

However, the differences among calculation costs of FCD 

records are not taken into account. In addition, this method 

groups FCD based on its location so as to decrease the time of 

loading/unloading area based maps to/from memory. It leads 

inevitably to the increase of communication costs. 

In literature [12], attention is focused on modeling the road 

situation with FCD based on principle curves. A parallel 

algorithm is introduced to build the models in a 

heterogeneous computing platform. The task scheduling 

policy of the algorithm assigns tasks of different sizes to 

processors with different speed such that all subtasks 

complete at the same time. But it is based upon the premises 

that the calculation costs of different FCD records are 

identical and the performances of servers are known. The 

network communication delays are neglected as well. 

In this work, the characteristics of FCD are experimentally 

investigated, and a dynamic task scheduling algorithm is first 

proposed for parallel computation of FCD. In allusion to the 

uncertainty and dynamics of FCD package processing, FCD 

packages are partitioned dynamically. The load balance 

among computing nodes can be achieved using the dynamic 

task allocation strategy. Our algorithm is developed on high 
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performance parallel computer KD-50 platform. The field 

FCD of Beijing is used to test this proposed algorithm. The 

experimental results illustrate our algorithm has high parallel 

processing performances. 

This paper is organized as follows. In section Ⅱ, the 

characteristics of FCD are investigated and discussed, and 

then a parallel processing architecture is presented for 

massive FCD processing. In next section, a dynamic task 

partition method is introduced to address FCD package in 

view of the FCD characteristics. Dynamic task scheduling 

algorithm is proposed and described. Section Ⅳ presents the 

experimental results. This paper is concluded in final section.   

II.  PARALLEL PROCESSING OF FCD 

A. FCD Characteristic Analysis 

Each floating car percepts its surrounding traffic 

conditions with a certain sample frequency, and then 

generates FCD records. A FCD record mainly includes 

vehicle ID, coordinates, instantaneous velocity, heading and 

time fields. A floating car transmits its FCD package to 

remote monitoring center at a certain time interval. In remote 

monitoring center, FCD map-matching is implemented and 

vehicle trajectory is found by path-searching process. Further, 

dynamic traffic conditions of road network are obtained by 

the estimation of traffic flow parameters such as average 

velocity and density of road network. 

The processing procedure of one FCD record includes 

map-matching, vehicle trajectory estimation, and calculating 

average velocity of road segments. Obviously, there are large 

differences of processing time among FCD records. We 

experimentally investigated FCD characteristics with 

Loongson 2F CPU platform. The instruction system of 

Loongson 2F CPU is analyzed. The processing time of 

different FCD records are obtained according to the 

worse-case execution time (WCET) principle. The maximal 

difference among FCD records is about 5 seconds. FCD 

characteristics are found and summarized in the following: 

1) Dynamic and low sample frequency 

It may lead to FCD record missing due to noise disturbance, 

so the sample interval between the consecutive FCD records 

is uncertain and dynamic. 

2) Uncertainty of processing time for FCD record 

Because of velocity differences among various floating cars 

and the dynamics of FCD sample intervals, it causes different 

path-searching range for calculating average velocities of 

road segments. There thus are quite large differences of the 

processing time for different FCD records. 

B. Parallel Processing Architecture for FCD  

In order to meet the real-time requirements of urban traffic 

dynamic guidance and control, we develop a parallel 

processing architecture for FCD (shown as Fig.1). 

In this system, FCD collection server conducts data storage 

and management. Protocol conversion module transforms 

FCD record into XML document, and then transfers it to the 

master control server. The status of computing nodes is 

monitored by server running status monitoring module. In 

master control server, the XML document is parsed. FCD 

packages are regrouped by sorting vehicle ID. By considering 

the volume of FCD packages and current status of various 

computing nodes, FCD is partitioned into multiple smaller 

packages which are assigned to idle computing nodes 

dynamically. 

Every computing node preprocesses data for filtering noisy 

data contained in FCD packages. It matches GPS point with 

the corresponding location in road segment. On this basis, the 

running trajectory of floating car is inferred. The average 

velocities of road segments on floating car trajectory are 

calculated and then returned back to master control server. 

Figure 1. parallel processing architecture of FCD 
After all the computing nodes finish the assignment tasks 

and return the results, master control server calculates the 

average velocities of various road segments in road network. 

It then estimates real-time density and volume of traffic flow 

according to flow-speed and speed-density models. Therefore, 

the necessary data can be provided for the dynamic guidance 

and control of urban traffic. 

III. DYNAMIC TASK SCHEDULING FOR FCD PARALLEL 

PROCESSING 

Because loosely coupled relations exist among FCD 

records, parallel computation method is suitable for FCD 

processing. Dynamic task scheduling is the core technique of 

FCD parallel processing. In this parallel processing system, 

master control server sorts all FCD records according to 

floating car ID. It conducts task partition and assignment 

dynamically based on idle computing nodes. The task 

assignment aims to achieve load balance among computing 

nodes. In order to avoid communication frequency among 

computing nodes, all data of a floating car is only assigned to 

a computing node. 

Owning to environmental noise disturbances, raw FCD 

packages contain a certain amount of noise data. This thus 



 
 

 

may cause large difference of processing time between FCD 

packages with the same size. The synchronization of 

computing nodes can not be achieved through dividing whole 

FCD packages equally only relying on the number of idle 

computing nodes. It may lead to large time delay of the 

parallel computation system.   

In view of FCD characteristics, we propose a dynamic task 

scheduling algorithm. In order to improve the performances 

of FCD parallel computation, our task partitioning method is 

described as follows. 

Assume maximal processing time of a FCD record is maxT , 

the number of idle computing nodes is idleC , and the 

constraint time of FCD processing is resT . Let the volume of 

FCD packages be M . FCD packages are partitioned initially 

into 0N  groups according to Equation 1.  

           1)int( max
0 




resT

TM
N                                    (1) 

Where int() is a rounding function. Obviously, the 

constraint condition that the parallel computation system 

completes the task of FCD processing within the specified 

time is idleCN 0 . Thus, the initial grouping number is 

idleCN 0 . 

There may be large difference of processing time for 

various FCD records. Master control server can not model 

traffic conditions of road network until all computing nodes 

return their results. Therefore, time delay of the parallel 

processing system increases, and utilization of computing 

nodes decreases as well. Thereby, it is necessary to partition 

FCD packages further using Equation 2..  

                  0NN                                                  (2) 

Where   is maximal difference of processing time among 

FCD records, N is the number of FCD groups. 

In this work, suppose that user-defined constraint time 

resT  can be satisfied. This proposed dynamic task scheduling 

algorithm is described as follows. 

Step 1. Initializing arguments. Suppose maxT  is maximal 

processing time of a FCD record, idleC  is the number of 

idle computing nodes. )(iCidle  denotes the number of idle 

computing nodes in the ith iteration. resT  is the constraint 

time of FCD processing. The volume of FCD records is 

M . The number of FCD groups N  can be obtained 

according to Equation 2.   

Step 2.  Uploading GIS map to idleC  computing nodes, 

idleC  FCD groups are assigned to these idle computing 

nodes.  NMCMM idle / , idleCNN  , 

iteration number 1i  

Step 3. While )0( N  do 

{ Master control server monitors whether the results are 

returned from computing nodes or not.   

If not results return then keep monitoring endif  

   )( iCNif idle  

{ Dividing the residual N groups FCD into )(iCidle  

equally , )(iCN idle } 

   Assigning )(iCidle  groups FCD to )(iCidle  idle 

computing nodes,  

)(iCNN idle ； 1 ii } 

Step 4. Master control server integrates the results from 

computing nodes, and estimates average velocity, density, 

and flow of road network.  

Step 5. Processing next batch of FCD 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

Based on this proposed algorithm, we built parallel 

computation system for massive FCD on KD-50 platform. 

High performance computer KD-50 is first developed 

independently and its property right is completely owned by 

China. It is a parallel processing system which consists of 144 

Loongson CPU with 750M frequency. The gigabit switch is 

used to implement communication among computing nodes. 

Therefore, KD-50 offers a powerful platform for parallel 

computation of FCD [13]. 

We employed the field FCD of Beijing to validate this 

proposed algorithm. In Beijing, there are about 25,000 taxies 

which are used as floating cars for collecting real-time traffic 

information of road network. Each floating car transmits a 

group of FCD records to remote monitoring center every 5 

minutes through GPRS network. The amount of FCD per 

hour is about 2.5M bytes. In the experiments, we selected the 

FCD packages which were sampled in 9:00~10:00am, July 6, 

2010, to test the proposed algorithm.  

Speedup, efficiency and utilization ratio of CPU were 

chosen as evaluation metrics. The experimental results are 

shown as Fig.2-3 and Table 1. 
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Figure 2. The results of speedup change with the number of computing node 
numbers  

From Fig.2, it is easy to see that there is nearly linear 



 
 

 

relation between speedup and the number of computing nodes. 

While the number of computing nodes increases to 24, the 

parallel speedup has a slight decrease. Figure 3 shows the 

results of the efficiency varying with computing node 

numbers. When our proposed algorithm is employed for 

parallel computing of FCD, higher efficiency can be obtained, 

which is still more than 53% until the number of computing 

nodes increases to 24. 

For the purpose of comparison, typical dynamic task 

scheduling method proposed by Fujimoto et al. and this 

algorithm are respectively adopted to handle 5 min FCD 

packages (including 37017 FCD records) of Beijing [14]. The 

experiments were conducted in KD-50 parallel computer 

platform, and maximum of computing node numbers is set to 

12. The node operation situations are listed in Table Ⅰ. 

Average utilization ratio of Loongson CPU is 89% using RR 

method, while Average utilization ratio is 95% using our 

proposed algorithm. The experimental results illustrate our 

algorithm has better parallel performances. 
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Figure 3. The results of efficiency change with computing node numbers 

V. CONCLUSION  

The current serial processing modes of FCD can not meet 

the real-time requirement of urban traffic dynamic guidance 

and control. In this paper, a parallel processing architecture 

is developed for massive FCD based on KD-50 platform. The 

characteristics of FCD are found by experimental 

investigation. In allusion to uncertainty and dynamics of 

FCD, we first propose a dynamic task scheduling algorithm 

to realize task partition and assignment properly for massive 

FCD. The experimental results illustrate our algorithm has 

better parallel processing performances. It provides an 

effective way for urban traffic dynamic guidance and control. 
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TABLE I 
THE UTILIZATION RATIO OF COMPUTING NODES USING MAX-MIN METHOD AND OUR ALGORITHM RESPECTIVELY 

Computing  
node NO. 

Execution time(sec) 
(Max-min method) 

waiting time(sec) 
(Max-min method) 

Execution time(sec) 
(our algorithm) 

waiting time(sec) 
(our algorithm) 

01 13.83 1.664 14.19 0.824 
02 14.27 1.224 13.78 1.236 
03 12.62 2.872 14.81 0.204 
04 11.38 4.120 14.19 0.824 
05 15.29 0.204 14.98 0.0320 
06 13.66 1.836 15.01 0.011 
07 14.86 0.6319 14.19 0.824 
08 14.48 1.020 15.02 0.001 
09 14.48 1.020 13.78 1.236 
10 14.07 1.428 13.78 1.236 
11 13.86 1.632 13.37 1.644 
12 13.46 2.040 13.37 1.644 

 


