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Abstract—In the paper, considering the limitation of effective
method in E-learning area, a recommendation framework for
E-Learning based on deep learning is proposed. Our model is
based on deep learning, which has strong capability to learn
from large-scale data.It has some improvements than previous
methods. First, it is based on the conventional K-Nearnest
Neighbor(KNN) method to train a model, thus its accuracy is
guaranteed. Second, it can recommend the new item whose
similarity can not be calculated. Third, it greatly reduces the
heavy burden for a running system, which is useful in real
practice of recommendation systems. In conclusion, the proposed
framework can offer a new recommendation method for more
personlized learning in the future.

I. INTRODUCTION

In the recent 30 years, a lot of researches [1]–[7] have
been carried for the E-learning area. Compared with the
conventional learning method, E-learning offers an online
platform education, which is not limited by space difference.
Therefore,the spread of E-learning makes better education
for worldwide students.Therefore, more and more web-based
online learning systems [8]–[10] are developed and used
widely. With time passed by, to make online education more
effective,personlized education through e-learning gradually
developed.New E-learning focus on the individual learning,
hoping to offer a more personalized studying platform for
learners. Therefore, Computerized Adaptive Testing (CAT)
[11]–[14] and Computerized Adaptive Education (CAE) [15]–
[17] always draw a lot of attention.

Although great achievements have been made by such
models, there still exist problems waiting to be solved:

First, most adaptive learning systems [18]–[22] are based
on the Solomon style quantitative table, which most of the pa-
rameters are calculated by a simple method. Most importantly,
the parameters such as styles and learning habits may not be

conclusive and incisive enough to capture the real features of
learners. Since features of a person when he is learning is hard
to capture a full picture of him to give exact recommendations,
thus such recommendation systems usually recommend based
on types instead of customizing for individual.

Second, some web-based learning systems [22]–[25] only
focus on the combination of hypermedia and textbooks.
Though it is true that hypermedia can help students to learn
in a more vivid method, simple combinations of them can not
really improve the students’ ability in a maximum efficiency.
In addition, the recommendation of such complex learning
systems do not apply a very effective method, which means
they are more likely a fixed learning sequence for students.

Third, some recommendation system based on similarity
[26]–[29] also have their limitations. Since the recommenda-
tion is laid on similarity between users, the accurate recom-
mendation should be based on the data from a large number
of users. This leaves a problem for such systems. First of
all, if there exist no records for some items in the system, the
similarity can not calculate, which will result recommendation
for the item will not carried on anymore. In addition, if there
exists too many users in the system, the amount of calculation
will increase rapidly, which leave a heavy burden for a running
system.

To deal with such problems, we propose an e-learning
recommendation framework based on deep learning. It can
have some benefits than previous models:

1) It is based on the K-Nearest Neighbor(KNN) recommen-
dation methods, thus its accuracy for most recommendations
is reliable.

2) Through deep learning, when it is successfully trained,
we can decide whether to recommend the item or not without
calculate its similarity with others. This brings at least two
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advantages. First, it will greatly reduce the burden of the
system, since the method needs no amount of time and
space consuming for similarity calculation. Second, it can
recommend newly introduced item, whose similarity can not
be calculated since no previous records can be traced.

3) Compared with conventional KNN method, the calcu-
lation amount is smaller than that of KNN, since KNN has
to calculate the similarity at each time. Therefore, the heavy
computation burden of KNN may not be suitable for a running
system, but our model can react immediately after training
finished.

To better present our framework,our paper is arranged as
follows. Section II reviews the mechanism of conventional
K-Nearest Neighbor (KNN) Collaborative Filtering Algorithm
and how it used in our framework. Section III briefly reviews
deep learning and explains the detail of implementing our deep
learning recommendation framework, as well as how to test
the performance of our framework.Section IV concludes the
working procedure of our framework. Section V concludes the
paper.

II. K-NEAREST NEIGHBOR (KNN) COLLABORATIVE
FILTERING ALGORITHM OF RECOMMENDATION SYSTEMS

To discuss how K-Nearest Neighbor (KNN) works in our
framework. First, we briefly review the mechanism and pro-
cedure of KNN in Section II-A. Then, how the KNN works
in our framework is addressed in Section II-B

A. K-Nearnest Neighbor(KNN) Algorithm Review

To recommend more precisely, a lot of recommendation
systems [18], [26], [27], [30], [31] are raised and employed
in different areas. Among all of them, K-Nearest Neighbor
(KNN) algorithm [32], [33] is one of the successful methods
which has made achievements at some point.

Compared with other algorithms for recommendation, KNN
has some features as follows. First of all, its recommendation
results are based on the nearest neighbors. Therefore, most of
its recommendations are reliable. Second, since it is based on
the similarity, its mechanism is easy to understand.

As discussed in [34], KNN has two main different methods.
One is based on users, while the others are based on the
items.We will then explain common KNN working procedure
in the rest of this part.

First, we need to calculate the similarity among users and
also among the items in our database. Among several different
similarity methods, we adopt the cosine similarity method
[35]. Considering the method can better measure two vectors’
similarity by their angles, similarity of users and items is
suitable for the method. The detail of the cosine similarity
is explained in Eq.(1).

sim(i, j) =

N∑
k=1

XkYk√
N∑

k=1

(Xk)
2

√
N∑

k=1

(Yk)
2

(1)

where sim(i, j) denotes the similarity between i and j, whose
range is in [-1,1]; N denotes the number of features that V1
and V2 have in common; X is the vector formed by common
feature shared by V1 and V2 from V1;Y is the vector formed
by common feature shared by V1 and V2 from V2.Besides, V1
is the feature vector of i, while V2 is the feature vector of j.

Second, we will go through to calculate the similarity of
each two objects. After that,for each item, we will pick up top
k highest similarity objects as the neighbors of object.After
this step finished, all the neighbors and similarities of each
objects have been accessed.

Third, we can recommend as a sequence by the recommen-
dation grade, which is calculated in Eq.(2) and Eq.(3), which
is user-based and item-based KNN, respectively.In addition,the
higher the score is,will we be more likely to recommend it.

ˆ
ru,i =

∑
v∈N(u;i)

sim(u, v) ∗ rv,i∑
v∈N(u;i)

sim(u, v)
(2)

where
ˆ
ru,i is the recommendation score calculated from KNN,

N(u; i) denotes the set that consists of neighbors of u who
have connections with i; sim(u, v) denotes the similarity u
and v; rv,i denotes the score from v to i, whose calculation
method is not the same as

ˆ
ru,i and detail will be addressed

in Section II-B.

ˆ
ru,i =

∑
j∈N(i;u)

sim(i, j) ∗ ru,j∑
j∈N(i;u)

sim(i, j)
(3)

where
ˆ
ru,i is the recommendation score calculated from KNN,

N(i;u) denotes the set that consists of neighbors of i who have
connections with u; sim(i, j) denotes the similarity i and j;
ru,j denotes the score from u to j, whose values are not the
same as

ˆ
ru,i and detail will be addressed in Section II-B.

B. K-Nearnest Neighbor(KNN) in Our Framework

As it addressed in Section II-A, the user-based and item-
based KNN have been reviewed. But how they work in our
framework needs to be further explained.

It is widely known that the KNN has its own drawbacks:
when the item sets or the user sets become too large, the
amount of calculation will be too enormous for a running
system. Therefore, to avoid the shortcoming of KNN, we will
not employ KNN as the instant recommendation method in
our framework. Instead, it will be used in a relatively small
initial dataset to offer the training set and aim set to train the
deep learning neural networks. The detail of what the trainset
is will be explained in III-B.

Further more, we will combine user-based and item-based
KNN to a more effective KNN. Since the user-based KNN
is based on the idea that similar users will tend to have same
knowledge for most cases. Therefore, their shortcomings in the
learning may be similar. User-based recommendation may be
effective to help a student to grasp the most difficult knowledge

456



point for most students in his level. For item-based KNN,
it’s based on the idea that knowledge point with similar user
performances can help students’ review their unfamiliar point.
It is resulted from that items in the same level should be
recommended to help students to improve him to a new level.

When it comes to the combination of two types of KNN,
one fact we should notice is that the recommendation item of
user-base method and item-based are not the same. But for
most cases, they will have intersections. For the intersection
part, we take the average score of two methods as its score.
For the left part, the score will be calculated by two methods,
respectively.

Finally, for rv,i in Eq.(2) and ru,j in Eq.(3), their calculation
is based on the user performance. For example, if user v submit
correct answer for item i, rv,i will be set as 0. Since he has
grasped the point, such items will be less likely to recommend.
Otherwise, if he can not answer right, similar items will be
recommended to help him improve and grasp the knowledge
point.

III. DEEP LEARNING RECOMMENDATION FRAMEWORK
FOR E-LEARNING

In the section, we will first briefly review the deep learning
method and choose our neural networks in Section III-A.
Furthermore, we will explain the detailed settings for our
deep learning neural network in Section III-B. In the end, we
propose a method to test the performances of our model in
Section III-C.

A. Deep Learning Method

Deep learning now receives a lot of researchers’ interest,
which is derived from the artificial neural network [36]–[39].
It can learn the most important features by a model of multiple
hidden layers and trained from a large dataset. Compared with
parameter models, it greatly improves accuracy.

For deep learning, there are a lot of neural networks being
proposed and implemented. In this paper, we recommend to
use the Gated Recurrent Unit (GRU) neural networks [40].
GRU is a kind of recurrent neural network (RNN) [36],
[37]. As shown in Fig.1, recurrent neural networks allow
connections in the neurons of the same layer. This creates
an internal state of the network that enable memory effect in
a neural network.

Long Short Term Memory (LSTM) neural network is one
of RNN model, which is mostly wide known [39]. GRU is
a simpler kind of LSTM neural network that shares many
properties of LSTM. Compared with the LSTM, it is much
easier to set parameters to obtain better performances.

Conventionally, introducing deep learning technique to a
new area is to apply its strong capability of learning from
empirical data to get a more accurate special function for
some cases. More importantly, with the development of deep
learning optimized algorithm, multi-layer neural networks get
more and more accurate in its performance in different areas

Fig. 1. The structure of GRU networks for recommendation in E-learning.

[41]–[43]. For our model, what we tend to learn the special
function f(·) is shown in Eq.(4).

ˆ
su,i = f(θu, tu1, tu2, tu3, tu4, tu5, ai, bi, ci) (4)

where
ˆ
su,i denotes the recommendation score calculated

by deep learning method; f(·) is the special function that
deep learning should learn; θu is the evaluated ability
for a person from Computerized Adaptive Testing (CAT),
whose deep learning based method is proposed in [44];
tu1, tu2, tu3, tu4, tu5 are the correct rate calculated from testing
items which difficulty levels range from 1 to 5; ai, bi, ci are
three important parameters of each item, whose detail and
calculated methods is explained in [14], [44].

The output of GRU is shown in Eq.(5), whose detail please
refer to [40].

zj,k,t = σ(WzIj,t + UzOj,t−1)

rj,k,t = σ(WrIj,k,t + UrOj,k,t−1)
ˆ

h j,k,t = tanh(WIj,k,t + U(rj,t � Oj,t−1))

Oj,k,t = (1− zj,k,t)Oj,k,t−1 + zj,k,t
ˆ

h j,k,t

(5)

B. Detail of Deep Learning Recommendation Framework

The training process of the neural network can be regarded
as an optimization problem.First, we propose our measurement
of GRU performance in Section III-B1.Second, some deci-
sion variables or parameters settings are discussed in Section
III-B2. Third,algorithms applied in GRU is clearly listed in
Section III-B3. Besides, the detail of the training dataset will
be addressed in Section III-B4.

1) Performance Index: As suggested in [45], [46], Mean
Squared Error(MSE) is widely adopted. We also use it to test
the performance of our model. More precisely, the perfor-
mance index compares the recommendation score evaluated
by GRU neural network and KNN. Eq.(6) shows the definition
of our performance index.

ming(w) =
1

L

L∑
u=1

1

Mu

Mu∑
i=1

(
ˆ
ru,i − ˆ

su,i )
2

(6)

where g(w) denotes the mean-squared-error in validation set;
L denotes the number of students in the dataset; Mu denotes
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Fig. 2. The structure of our Framework

the number of items for user u;
ˆ
ru,i denotes the recommenda-

tion score based on KNN;
ˆ
su,i denotes the recommendation

score based on Deep Learning method.
2) Parameters Settings: For detail of our model,we set as

follows.
(1) The type of transfer function.
As suggested in classical masterpiece [46], we choose

sigmoid function, and all the outputs will be normalized into
range [0, 1].

(2) The structure of neural networks
The structure of a neural network always plays an important

role on the performance of model. Therefore, we suggest to
decide the structure by careful testing of different structures.

(3) The weight coefficients whose values will be learned
from training.

Because the final weight coefficients in the network will
be decided by learning, so what we need to decided is the
initial weight coefficients. As suggested in [46],initial weight
coefficients of our network are randomly generated from a
uniform distribution in the range [0, 1].

3) Training Algorithms: As we all know, updating coeffi-
cients while avoiding gradient vanish and find global optimal
solution while avoiding local optimal solution are always the
main concern for our choice of algorithms.

First, when it comes to updating weight coefficients, clas-
sical backpropagation algorithm [45], [46] is adopted and
stochastic gradient descent algorithm [46] together with the

adaptive learning rates trick proposed in [47] is applied in
model training.

As for global minimum, cross-validation method [48] is an
ideal choice. The method can make sure the error of validation
set and training set will both decrease. Besides, we choose
validation split as 0.3, which means nearly 30% of the training
set is used for validation.

4) Training Dataset: To train our model,as shown in Eq.(4)
and Fig.1, we need to get the 8 inputs and 1 output as data
pair to train our models.

First,
ˆ
ru,i in the aimset can be accessed by K-Nearset

Neighbor(KNN), whose implementation has been addressed
in Section II.

Second, θu is calculated by deep learning based on Com-
puterized Adaptive Testing(CAT), whose detail is explained in
[44].

Third, tu1, tu2, tu3, tu4, tu5 are the correct rate of testing
samples for students, whose difficulty level ranges from 1 to
5.

Fourth, ai, bi, ci denote three parameters of item i by 3
parameters logistic model (3PLM), whose working mechanism
has been careful explained in [44].

The detail of our training dataset can be viewed in our
framework in Fig.2.
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C. Performance Testing of Deep Learning Recommendation
Framework

After a recommendation system is proposed, the main con-
cern for it is how to judge the performance of the system. In
addition, compared with conventional methods, the advantages
of new method are always the focus. To answer such questions,
we propose two methods to judge the performance of our
framework: Offline Testing and A/B Testing.

First of all, Offiline Testing is explained. Before training,
we need to split some users in known dataset as validation
set.After training finished, since such users having been used
to train the model, we can compare the Mean-Squared-
Error(MSE) of recommendation score calculated from KNN
and Deep Learning.Also,this testing can be calculated by
Eq.(6).If the MSE is in an acceptable degree, it is reasonable to
draw a conclusion that our model can recommend such items
and users whose similarities are not calculated.

In addition, when the Offline Testing finished, A/B Testing
should be made to make sure our model can really contribute
to E-learning. The idea is that divide a group of students of the
same level to two same groups. And they will take a test before
they use the recommendation system. Then one group will
use the system while the other just learn by a fixed sequence.
After learing finished, all students will have a test which is the
same difficulty level of the first test. we compare the average
score and score distribution of two groups. If the average score
increase of the group with recommendation system is larger
than the other groups and the score distribution of the group
converges more to higher scores, our model really contributes
to personlized E-learning.

IV. WORKING PROCEDURE OF OUR FRAMEWORK

To demonstrate our framework more clearly, we discribe the
working procedure of our framework in detail as follows.

First, our recommendation system is based on similar groups
and similar items. Therefore, we should point out we should
build neural networks for a similar group on similar items. In
other words, we recommend two methods to make our system
work more precise. First, we can filter users to similar groups
by their information which are collected from their bevavior
while using the system, such as their grades and so on. For
different groups, different deep-learning based models should
apply to them. Second, items with different knowledges should
based on different deep learning based models, which will
make the recommendation more effectively.

Second, students need to take a pre-testing,in which their
performance on a special designed will be recorded and taken
as their features for the recommendation.

Third, by the pre-testing and existed user-item performance,
we can offer the training samples and aiming samples to
train our neural networks. They can be divided to three
main parts. First of all, we can offer the recommendation
score of each users as aiming sample by combined K-Nearest
Neighbor(KNN). The detail mechanism and implementation
of the method have been clearly addressed in Section II.
What’s more, based on the dataset and deep learning based

on Computerized Adaptive Testing(CAT) proposed in [44], the
evaluated ability of different users will be given. The ability
value is also an important feature of a user. Last of all, the
parameters related to item can be given by conventional 3
Parameters Logistic Model, whose detail is given in [44]. This
3 parameters are the most important feature of an item in
testing.

When the aimset and trainset preparing finish, we can
train our model specificlly for a group and a set of items,
whose implementation is addressed in Section III.After the
training finished, when offering vector

→
u1 of user 1, which in-

cludes θu, tu1, tu2, tu3, tu4, tu5; and vector
→
ik , which includes

ai, bi, ci, our model can quickly calculate recommendation
scores. Then, we can recommend items for user 1 by this
scores in a descending order.

To learn the working procedure of our framework in a more
clear way, Fig.2 shows the working procedure briefly.

V. CONCLUSION

In this paper, we propose a deep learning recommendation
framework for E-learning, which is first applied in E-learning
area. Through the testings and applications of our framework
have not been carried. The advantages of our framework are
clear.First, although the training process is time-consuming
and complex, it is suitable for running system to react imme-
diately instead of the conventional recommendation systems.
Second, after training finished, it can recommend new items
whose similarity are unknown. Meanwhile, we admit large-
scale data set for KNN is necessary before deploy the deep
learning framework.

Furthermore, based on previous proposed Computerized
Adaptive Testing, we can develop a system where students
can learn and test at the same time. When the system is
successfully developed, we believe it would greatly contribute
to the efficiency of students’ learning compared with conven-
tional E-learning. Also, this work can contribute to the idea
of paralleled education by its fast speed and specialization.
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