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#### Abstract

A new image-based visual servoing method based on point features is presented to partially decouple the position and orientation controls. The control laws are designed for rotation and translation, respectively. Rotation takes priority over translation, but the movement of features caused by rotation is compensated in the translation control law. A monitor is designed to manage the adjustments for orientation and position. It limits the rotational amount for each step in the given range to ensure the features be in the camera's field of view. It also limits the translational amount for each step in the given range to ensure the reachability. Experimental results verify the effectiveness of the proposed method.
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## I. Introduction

Visual servoing has been one of hot topics in the community of robotics and automation for 20 years at least [1][2]. There are three types of visual servoing systems, which are named to image-based visual servoing, position-based visual servoing, and hybrid visual servoing, according to the features used in the systems belonging to image space or Cartesian space. A position-based visual servoing system uses position and orientation errors to control the robot's motion. Current positions and orientations of the tracked objects are computed from their image features combining with the cameras' parameters including intrinsic and extrinsic parameters. Generally, stereo-vision is necessary for a position-based visual servoing system since 3-dimensional (3D) positions are required. Calibration errors in camara parameters, robot model and hand-eye relation have important influence on the control accuracy. The objects' poses are estimated in Cartesian space. The objects can be kept in the cameras' fields of view in the servoing process and the robot's trajectory is more reasonable and steady. An image-based visual servoing system uses image feature errors to control the robot's motion. It has the advantages of high accuracy over the position-based visual servoing system although its features do not directly describe the objects' positions and orientations. A hybrid visual servoing system combines the characteristics of image-based and position-

[^0]based visual servoing systems [3]. Malis et al proposed a 2.5D (2.5-dimensional) hybrid visual servoing system. It controls the position with the image-based visual servoing method to achieve high accuracy and controls the orientation with the position-based visual servoing method in order to avoid servoing failure in the procedure of orientation adjustment. It can acheive the stability in the whole task space [4]. Many researchers developed a lot of visual servoing approaches and applied them in practice [2, 5-8]. For example, an adaptive visual servoing method was presented in [2] to realize automatically tracking with the depth-independent interaction matrix using common image features. The features' depths are estimated online. An image-based visual servoing approach for a fixed wing unmanned aerial vehicle to track the parallel power grid was developed by Mills et al [6]. The image-based visual servoing methods are regarded as the more potential methods in automation field because of their high accuracy, needless of 3D reconstruction and robustness with respect to the calibration errors of the cameras and robot. The stability of image-based visual servoing systems can be achieved if the objects can be viewed in whole visual servoing procedure. The main problem for im-age-based visual servoing systems is to avoid servoing failures since the objects are out of the cameras' field of view in the camera's rotation.

The features such as points, lines, distances, angles, and areas can be found in visual servoing systems. But it is very common for points to be used as image features in visual servoing systems [1, 3, 9-13]. For example, point features were used in the visual servoing for a manipulator with eye-in-hand vision system in [10] and eye-to-hand vision system in [11]. In this work, point features are employed too.

The motivation of this work is to develop a new visual servoing method to decouple the rotation and translation. The position and orientation control laws are separately designed. The features' changes resulting from rotational motions are compensated in the position control. A monitor is designed to limit the linear and angular velocities in the given ranges in order to keep the objects in the camera's field of view and ensure the robot's reachability.
The rest of this paper is organized as follows. The interaction matrix for points between the features' variation and the camera's motion is given in section II. The depth estimation for feature points is also provided. In section III, the im-age-based visual servoing system with rotational compensation is proposed. The control laws and the monitor design are presented. In section IV, experiments and results are provided. Finally, the paper is concluded in section V.

## II. Interaction Matrixes for Point Features

## A. Interaction matrixes

The intrinsic parameters of a camera can be described using pinhole model if the lens distortion is negligible or corrected in advance. For a point $\left(x_{c}, y_{c}, z_{c}\right)$ in the camera's frame, its position projecting on the imaging plane with the normalized focal length is denoted as ( $x_{1 c}, y_{1 c}, 1$ ). Generally, $\left(x_{c}, y_{c}, z_{c}\right)$ is unknown for monocular vision, while $x_{1 c}$ and $y_{1 c}$ are calculated from the image coordinates and the camera's intrinsic parameters.

$$
z_{c}\left[\begin{array}{l}
u  \tag{1}\\
v \\
1
\end{array}\right]=\left[\begin{array}{ccc}
k_{x} & 0 & u_{0} \\
0 & k_{y} & v_{0} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{c} \\
y_{c} \\
z_{c}
\end{array}\right] \Rightarrow\left[\begin{array}{l}
x_{1 c} \\
y_{1 c}
\end{array}\right]=\left[\begin{array}{l}
x_{c} / z_{c} \\
y_{c} / z_{c}
\end{array}\right]=\left[\begin{array}{l}
\left(u-u_{0}\right) / k_{x} \\
\left(v-v_{0}\right) / k_{y}
\end{array}\right]
$$

where $(u, v)$ is the image coordinates, $\left(x_{c}, y_{c}, z_{c}\right)$ is the point's Cartesian coordinates in the camera's frame, $\left(x_{1 c}, y_{1 c}, 1\right)$ is the point's position projecting on the imaging plane with the normalized focal length $1 . k_{x}, k_{y}, u_{0}$ and $v_{0}$ are the camera's intrinsic parameters.
The variation of a point feature on the imaging plan is given in (2) when the camera moves [9].

$$
\left[\begin{array}{c}
\dot{x}_{1 c}  \tag{2}\\
\dot{y}_{1 c}
\end{array}\right]=L_{p 1}\left[\begin{array}{c}
v_{c a} \\
\omega_{c a}
\end{array}\right]
$$

where $v_{c a}=\left[v_{c a x}, v_{c a y}, v_{c a z}\right]^{\mathrm{T}}$ and $\omega_{c a}=\left[\omega_{c a x}, \omega_{c a y}, \omega_{c a z}\right]^{\mathrm{T}}$ are the translational and rotational velocities of the camera, $L_{p 1}$ is the interaction matrix for a point.

$$
L_{p 1}=\left[\begin{array}{cccccc}
-\frac{1}{z_{c}} & 0 & \frac{x_{1 c}}{z_{c}} & x_{1 c} y_{1 c} & -\left(1+x_{1 c}^{2}\right) & y_{1 c}  \tag{3}\\
0 & -\frac{1}{z_{c}} & \frac{y_{1 c}}{z_{c}} & 1+y_{1 c}^{2} & -x_{1 c} y_{1 c} & -x_{1 c}
\end{array}\right]
$$

## B. Depth Estimation

It can be found from (3) that the depth $z_{c}$ of a point in the camera's frame must be estimated in order to compute the interaction matrix $L_{p 1}$. In fact, the depth of feature point can be estimated with the point's variations on the imaging plane and the camera's velocity after the camera moves. From (2) and (3), we have

$$
\begin{align*}
z_{c}= & \frac{1}{2} \frac{x_{1 c} v_{c a z}-v_{c a x}}{\dot{x}_{1 c}-x_{1 c} y_{1 c} \omega_{c a x}+\left(1+x_{1 c}^{2}\right) \omega_{c a y}-y_{1 c} \omega_{c a z}}  \tag{4}\\
& +\frac{1}{2} \frac{y_{1 c} v_{c a z}-v_{c a y}}{\dot{y}_{1 c}-\left(1+y_{1 c}^{2}\right) \omega_{c a x}+x_{1 c} y_{1 c} \omega_{c a y}+x_{1 c} \omega_{c a z}}
\end{align*}
$$

## A. Traditional Control Law

For $n$ points, we have the relations between the features' variations and the camera's motions as given in (5).

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{x}_{1 c 1} \\
\dot{y}_{1 c 1} \\
\vdots \\
\dot{x}_{1 c n} \\
\dot{y}_{1 c n}
\end{array}\right] } & =\left[\begin{array}{cccccc}
-\frac{1}{z_{c 1}} & 0 & \frac{x_{1 c 1}}{z_{c 1}} & x_{1 c 1} y_{1 c 1} & -\left(1+x_{1 c 1}^{2}\right) & y_{1 c 1} \\
0 & -\frac{1}{z_{c 1}} & \frac{y_{1 c 1}}{z_{c 1}} & 1+y_{1 c 1}^{2} & -x_{1 c 1} y_{1 c 1} & -x_{1 c 1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
-\frac{1}{z_{c n}} & 0 & \frac{x_{1 c n}}{z_{c n}} & x_{1 c n} y_{1 c n} & -\left(1+x_{1 c n}^{2}\right) & y_{1 c n} \\
0 & -\frac{1}{z_{c n}} & \frac{y_{1 c n}}{z_{c n}} & 1+y_{1 c n}^{2} & -x_{1 c n} y_{1 c n} & -x_{1 c n}
\end{array}\right]\left[\begin{array}{l}
v_{c a x} \\
v_{c a y} \\
v_{c a z} \\
\omega_{c a x} \\
\omega_{c a y} \\
\omega_{c a z}
\end{array}\right] \\
& =L_{p n}\left[\begin{array}{c}
v_{c a} \\
\omega_{c a}
\end{array}\right] \tag{5}
\end{align*}
$$

where $L_{p n}$ is the interaction matrix for $n$ points.
The traditional control law is

$$
\left[\begin{array}{c}
v_{c a p}  \tag{6}\\
\omega_{c a p}
\end{array}\right]=-\lambda_{p} L_{p n}^{+}\left[\begin{array}{c}
\Delta x_{1 c 1} \\
\Delta y_{1 c 1} \\
\vdots \\
\Delta x_{1 c n} \\
\Delta y_{1 c n}
\end{array}\right]
$$

where $\lambda_{p}$ is the adjustment factor. $L_{p n}{ }^{+}$is the pseudo-inverse matrix of $L_{p n}$. $\Delta x_{1 c i}$ and $\Delta y_{1 c i}$ are the position variation of $i$-th point projecting on the imaging plane with the normalized focal length 1.

The control law makes the errors reduce in exponent curve if the errors are small. However, the ill-conditioned interaction matrix $L_{p n}$ will result in the large amount of adjustment $\omega_{\text {cap }}$ in rotation, which makes the point features be out of the camera's field of view. The visual servoing process would be failure once the point features were loss. In other words, the control system with the control law (6) is local stable in the case the errors are small. Its stability can not be ensured for all error spaces since the low rank or ill-condition of $L_{p n}$ brings servoing failure.

## B. Proposed Control Law

The control law (6) can make the errors reduce with exponent curve if the point features are kept in the camera's field of view. The camera's rotation will result in the point features change in a large range. Obviously, the point features can be kept in the camera's field of view if the rotation adjustment is limited in a reasonable range and the changes of point features formed by rotation are compensated. In the proposed control law, $\omega_{\text {cap }}$ computed from (6) is limited to the given range to control the rotation, that is, $\omega_{c a}=\omega_{c a p}$. The sum of $v_{c a p}$ computed from (6) and $v_{\text {caw }}$ computed from the rotational motions is employed to control the translation, that is, $v_{c a}=$ $v_{\text {cap }}+v_{\text {caw }}$. The variations of the point features projecting on the imaging plane resulting from the camera's rotation can be calculated as

$$
\left[\begin{array}{lllll}
\dot{x}_{1 c l w} & \dot{y}_{1 c l w} & \cdots & \dot{x}_{1 c n w} & \dot{y}_{1 c n w}
\end{array}\right]^{T}=L_{w n}\left[\begin{array}{c}
\omega_{c a x}  \tag{7}\\
\omega_{c a y} \\
\omega_{c a z}
\end{array}\right]
$$

where $L_{w n}$ is the interaction matrix between point features and the camera's rotations for $n$ points, $\left(\dot{x}_{\text {lciw }}, \dot{y}_{\text {lciw }}\right)$ are the variations of the $i$-th point feature on the imaging plane resulting from the camera's rotation.

$$
L_{w n}=\left[\begin{array}{ccc}
x_{1 c 1} y_{1 c 1} & -\left(1+x_{1 c 1}^{2}\right) & y_{1 c 1}  \tag{8}\\
1+y_{1 c 1}^{2} & -x_{1 c 1} y_{1 c 1} & -x_{1 c 1} \\
\vdots & \vdots & \vdots \\
x_{1 c n} y_{1 c n} & -\left(1+x_{1 c n}^{2}\right) & y_{1 c n} \\
1+y_{1 c n}^{2} & -x_{1 c n} y_{1 c n} & -x_{1 c n}
\end{array}\right]
$$

The compensation of rotational motions is computed from the variations of point features on the imaging plane and their interaction matrix.

$$
\left[\begin{array}{c}
v_{c a w x}  \tag{9}\\
v_{c a w y} \\
v_{c a w z}
\end{array}\right]=-L_{v n}^{+}\left[\begin{array}{c}
\dot{x}_{1 c l w} \\
\dot{y}_{1 c 1 w} \\
\vdots \\
\dot{x}_{1 c n w} \\
\dot{y}_{1 c n w}
\end{array}\right]=-L_{v n}^{+} L_{w n}\left[\begin{array}{c}
\omega_{c a x} \\
\omega_{c a y} \\
\omega_{c a z}
\end{array}\right]
$$

where $L_{v n}{ }^{+}$is the pseudo-inverse matrix of interaction matrix $L_{v n}$ between point features and the camera's translations, $v_{\text {caw }}=\left[v_{\text {cawx }}, v_{\text {cawy }}, v_{\text {cawz }}\right]^{\mathrm{T}}$ is the compensation velocity to compensate the variations of point features caused by rotation motions.

$$
L_{v n}=\left[\begin{array}{ccc}
-1 / z_{c 1} & 0 & x_{1 c 1} / z_{c 1}  \tag{10}\\
0 & -1 / z_{c 1} & y_{1 c 1} / z_{c 1} \\
\vdots & \vdots & \vdots \\
-1 / z_{c 1} & 0 & x_{1 c n} / z_{c n} \\
0 & -1 / z_{c 1} & y_{1 c n} / z_{c n}
\end{array}\right]
$$

In fact, $v_{c a}=L_{v n}^{+}\left[\begin{array}{lllll}\dot{x}_{1 c 1} & \dot{y}_{1 c 1} & \cdots & \dot{x}_{1 c n} & \dot{y}_{1 c n}\end{array}\right]^{T}-L_{v n}^{+} L_{w n} \omega_{c a}$ can be derived from (5). Its first term is replaced by $v_{c a p}$, its second term is the compensation term as given in (9).

## C. Monitor Design

A monitor is designed to check and adjust the computed values of linear and angular velocities. The adjustment factor $\lambda_{p}$ is adjusted according to the maximum velocities, which makes the maximum velocities be in the given range. The factor $k$ indicating whether the velocities are out of range is calculated in (11). The adjustment factor $\lambda_{p}$ is modified as given in (12).

$$
\begin{equation*}
k=\max \left(\left\|v_{c a}\right\| / v_{c a T},\left\|w_{c a}\right\| / w_{c a T}\right) \tag{11}
\end{equation*}
$$

where $v_{c a T}$ is the given linear velocity threshold, $w_{c a T}$ is the given angular velocity threshold, $k$ is a factor.

$$
\lambda_{p}=\left\{\begin{array}{cc}
\lambda_{p d} / k, & k>1  \tag{12}\\
\lambda_{p d}, & k \leq 1
\end{array}\right.
$$

where $\lambda_{p d}$ is the initial set value of $\lambda_{p}$.
The linear and angular velocities $v_{c a}$ and $w_{c a}$ are recalculated after $\lambda_{p}$ is modified. The new values of $v_{c a}$ and $w_{c a}$ are in the given ranges $\left[-v_{c a T}, v_{c a T}\right]$ and $\left[-w_{c a T}, w_{c a T}\right]$, respectively.

## D. Control System Design

A new image-based visual servoing system is designed [14-16]. It consists of 6 blocks such as orientation control, position control, visual sensing, depth estimation, monitor and robot. Its block diagram is as given in Fig. 1. The desired point features are denoted as $F_{p d}=\left(x_{1 \mathrm{~cd} 1}, y_{1 \mathrm{cd1}}, \ldots, x_{1 \mathrm{cdn}}, y_{1 \mathrm{cdn}}\right)$ and current ones $F_{p c}=\left(x_{1 \mathrm{cl}}, y_{\mathrm{lcl}}, \ldots, x_{1 \mathrm{cn}}, y_{\mathrm{lcn}}\right)$. The angular velocity $\omega_{c a}$ is computed using (6) according to the errors between $F_{p d}$ and $F_{p c}$ and the interaction matrix $L_{p n}$ for point features. It is used to control the robot's rotation to adjust the camera's orientation. The compensated translational velocity $v_{c a w}$ resulting from the camera's rotation is computed using (9) according to the angular velocity $\omega_{c a}$ and the interaction matrixes $L_{v n}$ and $L_{w n}$. The translational velocity $v_{c a p}$ is calculated in (6). The sum of $v_{c a w}$ and $v_{c a p}$ is considered as the translational velocity to be sent to the robot to adjust the camera's position. The depth estimation block is used to estimate the depths of feature points using (4) with known increments instead of moving velocities. The visual sensing block captures images and extracts the features of points. The monitor checks whether the translational and rational velocities are out of given ranges or not. The factor $\lambda_{p}$ is changed according to (11) and (12). The robot is the plant of the control system, which executes the motion commands from the orientation and position control blocks.


Fig. 1 Block diagram of the proposed visual control system
It is necessary to select enough points to ensure the interaction matrix $L_{p n}$ is full rank. It seems from (5) that three points are enough to let $L_{p n}$ be full rank. In fact, the problem to ensure the full rank $L_{p n}$ can be considered to $\mathrm{P} n \mathrm{P}$ (perspective $n$ points) problem. The $\mathrm{P} n \mathrm{P}$ problem has multiple solutions, which will cause control problem. Four coplanar points in which any three points are not collinear can ensure the solution is unique [17]. Therefore, four feature points at least are
necessary for the proposed visual servoing system. Of course, more feature points are helpful to increase the computation accuracy.

## IV. Experiment and Results

## A. Experiment System and Calibration

The experiment system consisted of a manipulator, a camera, a computer and a whiteboard, as shown in Fig. 2. The manipulator was UP6, a 6-DOF robot produced by Yaskawa Company. The camera was fixed on the end-effector of the manipulator, which formed an eye-in-hand vision system. The camera was MER-200-14GX produced by Daheng Company, its image size was $1626 \times 1238$ in pixel. The object to be tracked is a rectangle pattern attached on the whiteboard. The computer was used to deal with image processing and visual servoing algorithms.


Fig. 2 The experimental system
The camera and the hand-eye relation were calibrated before experiments. The 4 -order Brown distortion model was adopted for the lens distortion. The hand-eye parameters were denoted as the transformation matrix from the end-effector coordinates of the manipulator to the camera coordinates. The calibration results were as follows.

$$
M_{i n}=\left[\begin{array}{ccc}
1896.56 & 0 & 803.91  \tag{13}\\
0 & 1905.84 & 610.19 \\
0 & 0 & 1
\end{array}\right]
$$

where $M_{i n}$ was the intrinsic parameters matrix.

$$
\begin{align*}
& \left(k_{c 1}, k_{c 2}, k_{c 3}, k_{c 4}\right)=  \tag{14}\\
& (-0.118454,0.249453,-0.000444,-0.002901)
\end{align*}
$$

where $k_{c 1}$ to $k_{c 4}$ were the distortion factors of the lens.

$$
M_{e x}=\left[\begin{array}{cccc}
-0.0230 & -0.9722 & 0.0132 & -17.93  \tag{15}\\
0.9963 & -0.0016 & 0.0311 & -72.55 \\
-0.0259 & -0.0385 & 0.9886 & -149.64 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where $M_{e x}$ was the hand-eye parameters matrix, the unit of position vector was mm .

Before the experiment, the end-effector of the manipulator was firstly moved to the rectangle pattern to capture the desired image. The 4 corners were selected as the image features. The desired point features were computed using (1) with the intrinsic parameters and the image coordinates of the corners, as listed in table I.

| TABLE I THE DESIRED POINT FEATURES |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Point | Point 1 | Point 2 | Point 3 | Point 4 |
| $u, v$ | 151.1 | 1435.7 | 1441.0 | 167.4 |
| (pixel) | 261.2 | 245.0 | 1020.7 | 1055.2 |
| $x_{1 c}, y_{1 c}$ | -0.3442, | 0.3331, | 0.3359, | -0.3356, |
| $(\mathrm{~mm})$ | -0.1831 | -0.1916 | 0.2154 | 0.2335 |

In experiments, the manipulator could only accept pose commands. The computed camera velocity was converted to increament via mutiple the cycle time $T_{\mathrm{c}}$. Then it was transformed to the end-effector's motion of the manipulator with (16).

$$
\begin{equation*}
T_{e}=M_{e x} T_{c a} M_{e x}^{-1} \tag{16}
\end{equation*}
$$

where $T_{e}$ is the matrix formed with the end-effector's motion, $T_{c a}$ is the matrix formed with the camera's motion.

## B. Approaching Experiment with the Proposed Method

In experiments, the error threshold of point features was 0.02 mm on the imaging plane with the normalized focal length 1. The orientation adjustment of one step for each direction was limited to $5^{\circ}$. The translation adjustment of one step for each direction was limited to 200 mm . The adjustment factor including the sampling cycle time, $\lambda_{p} T_{c}$, was set to 0.6. The adjustments finished once the errors were smaller than the thresholds above.

The experiments were well conducted with the proposed control laws as described above. At first, the end-effector was actively moved in order to estimate the feature points' depths. Once the depths of feature points were estimated, the visual servoing could be conducted. In the following steps, the current features were extracted and their errors to desired ones were computed. Then the angular and linear velocities were computed as described in section III with (6) and (9). The end- effector was well approached to the desired position with desired orientation relative to the pattern in experiments. The results in one experiment were shown in Fig. 3 to 6. Fig. 3 showed the feature points' errors on the imaging plane with the normalized focal length 1. Fig. 4 showed the feature points' coordinates on the image plane. The solid symbols indicated the desired positions. Fig. 5 displayed the position and orientation errors of the end-effector. Fig. 6 was the end-effector's trajectory. The approaching process finished after 15 steps. The errors of the end-effector after the approaching were $\left(4.11 \mathrm{~mm},-3.64 \mathrm{~mm}, 2.73 \mathrm{~mm},-0.99^{\circ},-0.14^{\circ}\right.$, $-0.72^{\circ}$ ).

## C. Approaching Experiment with Traditional Method

The block diagram of the traditional control system was designed as shown in Fig. 7. The experiment conditions including the initial pose of the end-effector, the threshold, the
adjustment factor were as same as ones in the experiments with the proposed method.


Fig. 3 Feature points' errors on the imaging plane with the normalized focal length.


Fig. 4 Feature points' trajectories on the image plane. The solid symbols indicated the desired positions.


Fig. 5 Position and orientation errors of the end-effector, (a) position errors, (b) orientation errors.


Fig. 6 The end-effector's trajectory.


Fig. 7 Block diagram of traditional visual control system
The angular and linear velocities were computed with the traditional method as described in (6). The end-effector was also approached to the desired position with desired orientation relative to the pattern in experiments. The results in one experiment were shown in Fig. 8 to 11. Fig. 8 showed the feature points' errors on the imaging plane with the normalized focal length 1. Fig. 9 showed the feature points' coordinates on the image plane. The solid symbols indicated the desired positions. Fig. 10 displayed the position and orientation errors of the end-effector. Fig. 11 was the end-effector's trajectory. The approaching process finished after 19 steps. The errors of the end-effector after the approaching were ( $3.73 \mathrm{~mm}, 7.02 \mathrm{~mm},-14.11 \mathrm{~mm},-1.38^{\circ}, 0.55^{\circ},-0.84^{\circ}$ ).

It can be found from the experimental results shown in Fig. $3 \sim 6$ and Fig. $8 \sim 11$ that the trajectories of the end-effector and the point features in the experiment with the proposed method were more steady than ones in the experiment with the traditional method. The former trajectories were without fluctuations and converged quickly.


Fig. 8 Feature points' errors on the imaging plane with the normalized focal length in an experiment with the traditional method.


Fig. 9 Feature points' trajectories on the image plane in an experiment with the traditional method. The solid symbols indicated the desired positions.


Fig. 10 Position and orientation errors of the end-effector in an experiment with the traditional method, (a) position errors, (b) orientation errors.


Fig. 11 The end-effector's trajectory in an experiment with the traditional method.

## V. Conclusion

A new image-based visual servoing method with partially decoupled position and orientation controls is developed. The orientation control is directly realized with point features and
interaction matrix. The corresponding translations resulting from rotational motions are introduced into the position control as compensation. The linear and angular velocities are limited to the given ranges in order to ensure the objects being kept in the camera's field of view and the camera being moved to the desired pose. The advantages of the proposed method are as follows. The orientation control is independent of the position control, which has the merit that the position controller and orientation controller can be separately designed. The translation compensation of rotation is very helpful to keep the tracked objects in the camera's field of view.
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