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Abstract— This paper presents a detection method of control
points for the camera calibration and measurement applications,
which is robust to defocus. Our method is based on a ground
truth, which we call ridge invariance. That is, the positions of
broad-brush lines’ ridge lines are invariant to defocus blur. First,
the ridge invariance is deduced in theory. Then, the methods for
ridge point’s detection including defocus degree estimation and
salience enhancement are deduced. In calibration and measure-
ment experiments, new marks are designed and control points are
determined at intersects of the ridge curves. Experiments show
that our method can obtain precise calibration and measurement
results with images in a large defocus amount range. In the
effective defocus amount range, the accuracy of the proposed
method almost keeps unchanged to the best values. The proposed
method has approximated the same performance as conventional
methods at good focus values.

Index Terms— Camera calibration, control point detection,
defocused image, point spread function, vision measurement.

I. INTRODUCTION

W ITH the rising trend of vision-based measurement,
the cameras are now often used as measuring instru-

ments [33]. Accurate calibrating and measuring with defo-
cused images are very valuable in many applications. In some
visual measurement tasks, the focus process is tedious [30]
or the image required for visual measurement is not well
focused. In some 3-D measurement systems [28], [29], perfor-
mance of traditional visual measurement methods is often very
poor due to defocus blurring in images obtained at different
positions.

Errors caused by defocus blurring in calibration are harm-
ful to ensure the measurement accuracy. This is because
the camera calibration is a basic step in many visual mea-
surement tasks such as 3-D reconstruction [1], position
estimation [2], [3], and robot navigation [4], [5]. In some
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applications, efforts to reduce the errors may bring many
inconveniences when the images are required to be very
well focused. For example, if we want to calibrate a camera
focusing at a very short distance, the calibration pattern has
to be small as well. In fact, it is hard or very expensive to
ensure the precision of the pattern itself with such a small
size. On the other hand, for large scale measurement tasks
such as mapping of street view, the camera is set to focus at a
few dozen meters. Then, the calibration pattern has to be large
enough for the features to be detected in the focused region,
and either the pattern or the camera has to be moved in a large
range to obtain the images in various poses.

More difficulties come from the calibration of zoom camera
devices which are widely used in intelligent systems such as
service robots and unmanned aerial vehicle. For the zoom
lens vision system calibration, there is a nonlinear relationship
between the intrinsic parameters and the lens settings. The
analytical relationship between lens settings and the camera
intrinsic parameters is hard to model. What is more, the
relationship is often different from one device to another
even they have the same product model. Therefore, a large
amount of calibrations with dense lens settings are necessary.
As discussed in the last paragraph, many calibration blocks in
different sizes corresponding to those lens settings are needed.
However, this has no practical feasibility in the absence of
a high defocus tolerance calibration method with acceptable
precision.

The traditional measuring or calibrating methods’ vulnera-
bilities to defocus mainly originate from the features they use
for measurement, which can only be extracted and precisely
localized in well focused images, such as edges or corners.
Aiming at this basic problem, a new feature with the corre-
sponding extracting method is proposed in this paper, which
makes control points be precisely localized in defocus images
even when the defocus amount is considerably large.

II. RELATED WORKS

A. Camera Models

In most works, a perspective camera is usually mod-
eled [26], [32] as a pinhole imaging system if its lens distortion
is corrected or negligible. A simple mathematical model
is the direct linear transformation [6], [7]. The parameters
are modeled as a set of linear equations. Considering the
lens distortion, Zhang [8] developed a flexible planar-based
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calibration technique. This technique uses a pinhole camera
model to obtain the initial closed-form solution of intrinsic
and extrinsic related matrices. Then two radial distortion terms
are added to estimate the maximum likelihood of the refined
parameters.

B. Calibration Patterns and Blocks

A traditional way of producing a calibration block is
to print the pattern on a piece of paper and attach it on
a planar board or display the pattern on a liquid crystal
display panel [18], [26], so that the pattern maintains the
plane assumption. Well-designed patterns may enhance the
performance of calibration. Among various patterns, the planar
chessboard is one of the most famous patterns because of
the ease of feature point’s detection, low cost, and simple
structure. Therefore, some recent research on camera cali-
bration has focused on developing patterns [9], [10] with
distinctive feature points that can be accurately localized in
the images. Placht et al. [9] used a circular pattern to avoid the
requirement of multiview images. Datta et al. [11] presented
a camera calibration algorithm for square, circle, and ring
planar calibration patterns. An iterative refinement approach
is proposed, which utilizes the parameters obtained from
traditional calibration algorithms as initialization to relocalize
the control points and recompute the camera parameters until
convergence.

C. Calibration With Defocused Images

Some researchers have been working on calibration meth-
ods robust to defocus images. Baba et al. [16] presented a
defocus calibration procedure based on a thin lens camera
model. The position and the width of blurred features in an
image are determined. However, they only added reprojection
blur width error of control points into the conventional cost
function. The quantitative result of calibration accuracy was
not reported in their work. Ha et al. [17] proposed a defocused
calibration method using a smart phone as a calibration block.
They displayed a set of unidirectional binary patterns on the
smart phone. 2-D Gaussian deconvolution is simplified to a
1-D Gaussian deconvolution problem with multiple observa-
tions and feature point locations are estimated in subpixel
accuracy. This method subjects to the smart phone’s size
limitation and does not suit for the large object distance.

Liu et al. [18] estimated the optimal control points in the
regions of plausibility determined by distortion bias from per-
spective distortion, lens distortion, and localization bias from
out-of-focus blurring. The accurate detection of control points
is formulated as an optimization process to globally search the
optimal control points and refining camera parameters. This
method needs a long optimize time when the defocus blur
amount is serious.

Automatic calibration with neural network is studied by
some researchers [12]–[15]. In [12], a calibrating network that
is capable of solving the perspective-projection-transformation
matrix between the world 3-D points and the corresponding
2-D image pixels was proposed. Compared to traditional meth-
ods, neuro-calibrations can be extended to the more difficult

problem of calibrating cameras with automated active lenses.
In theory, with proper training samples, neural networks can
be used for measurement and calibration with defocus images.
However, to the best of our knowledge there are still no such
reports yet.

Different from existing methods, we start from feature
extracting. Our method is based on a ground truth, which
we call ridge invariance. That is, the positions of broad-brush
lines’ ridge lines are invariant to defocus blur. Based on this,
new calibration pattern and measurement mark are designed.
In both measurement and calibration procedures, the defocus
degree of the input images is evaluated first. Based on the
evaluated defocus degree, the size of a Gaussian convolution
kernel is determined. Convolution with this kernel will make
the ridge points more saliency to be detected. Second, the ridge
points are obtained and then fit into polynomial curves due
to a specific lens distortion model. After this, control points
are determined at intersects of the curves. Finally, calibra-
tion or measurement results can be gotten. The contribution
of this paper is summarized as follows. In measurement and
calibration tasks with the designed marks, tolerance of defo-
cus is significantly improved comparing to existing methods.
Inconveniences due to defocus problems in calibration can be
solved to a great extant. Besides, our method can apply to
different kinds of defocus models without the assumption of
Gaussian point spread function (PSF).

The rest of this paper is organized as follows. In Section III,
the extreme conditions and ridge invariance in the defocused
image are given. Then, how to get the saliency condition
for the ridge and the estimation of the defocus amount
are discussed. Section IV analyses the system’s error. The
experiments and results are demonstrated in Section V. The
conclusion is drawn in Section VI.

III. RIDGE IN DEFOCUSED IMAGE

A. Extremum Conditions and Ridge Invariance

Most defocus methods of camera calibration concentrate
on how to recover the precise location of edges from the
defocused image. This is usually done as a deconvolution
procedure based on the hypothesis that the PSF is a Gaussian
function [34]–[38]. As is well-known, deconvolution is not a
unique solution problem and a certain solution demands for
many additional assumptions. Solutions also highly rely on the
supposed convolution kernel. In fact, PSF in real application
optical systems is quite complex, so Gaussian approximation
may not always be apropos.

In this section, it is shown that the position of broad-brush
lines’ skeleton, namely, ridge is invariant to defocus with
different kinds of PSF. This means that using ridge for camera
calibration instead of edge can avoid a deconvolution proce-
dure and the requirement with an explicit formula assumption
of PSF. In this section, we demonstrate that the only constraint
of PSF is central symmetric which suits for most lens systems.
Due to the central symmetric assumption, in the following
discussion, the 2-D case is simplified to the 1-D case. And
similarly, a central symmetric PSF is simplified to an even
function.
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Fig. 1. Brush line and its ridge. (a) Broad-brush line (green strip) and its
detection line path marked with red. (b) Gray level of a detection line.

We approximate an arbitrary PSF far(x) with radical
bases as

far(x) =
N∑

i=1

ωiφσi

(∥∥x − x p
i

∥∥)
(1)

where N is the number of bases. An even PSF denoted
as feven(x) satisfies

feven(x) = far(x)+ far(−x)

=
N∑

i=1

ωi
[
φσi

(∥∥x − x p
i

∥∥) + φσi

(∥∥x + x p
i

∥∥)]
. (2)

Denote φσi (‖x − x p
i ‖)+φσi (‖x + x p

i ‖) as ϕi (x), then feven(x)
can be simplified as

feven(x) =
N∑

i=1

ωiϕi (x). (3)

For an ideal broad-brush line, we draw a vertical or hori-
zontal detection line path through it, as shown in Fig. 1. The
length of the part covered by the broad-brush line is denoted
as 2τ . Locating the original point at the intersection point of
the detection line and the ridge line, gray levels change along
the detection line can be written as a square wave function

gs(x) =
{

Ad + Bd , |x | < τ

Bd , |x | ≥ τ
(4)

where gs(x) is the gray value of the pixel at position x .
Ad and Bd are constants, which refers to the amplitude
and offset.

The defocus can be modeled as the following convolution:

gb(x) =
(

N∑

i=1

ωiϕi (x)

)
⊗ gs(x) (5)

where ⊗ denotes the convolution.
Due to distributivity of convolution, (5) can be written as

gb(x) =
N∑

i=1

ωiϕi (x)⊗ gs(x). (6)

The integral of ϕi (x) is described as �i (x)
∫ x

−∞
ϕi (t)dt = �i (x). (7)

Substitute (7) into (6), we have

gb(x) = Ad

N∑

i=1

ωi [�i (x + τ )−�i (x − τ )] + Cgb (8)

Where Cgb is a positive constant.
The derivative of gb(x) is

ġb(x) = Ad

N∑

i=1

ωi [ϕi (x + τ )− ϕi (x − τ )]. (9)

ϕi (x) = ϕi (−x) since ϕi (x) is an even function. If x = 0,
we have ġb(0) = 0 from (9). The second derivative of gb(x) is

g̈b(x) = Ad

N∑

i=1

ωi [ϕ̇i (x + τ )− ϕ̇i (x − τ )]. (10)

Considering that

ϕ̇i (x) = − x − x p
i

σ 2
i

φσi

(∥∥x − x p
i

∥∥) − x + x p
i

σ 2
i

φσi

(∥∥x + x p
i

∥∥)
.

(11)

ϕ̇i (x) is odd since ϕi (x) is an even function. It means
ϕ̇i (−x) = −ϕ̇i (x), so

g̈b(0) = Ad

N∑

i=1

ωi [ϕ̇i (τ )− ϕ̇i (−τ )] = 2Ad

N∑

i=1

ωi ϕ̇i (τ )

= 2Ad ḟeven(τ ). (12)

When ḟeven(τ ) < 0, we have ġb(0) = 0 and g̈b(0) < 0.
In this case, x = 0 is a maximum extreme point. Now
we obtain the extremum conditions and ridge invariance
conclusion.

1) Extremum Conditions: For an arbitrary PSF, if it is an
even function and satisfies ḟeven(τ ) < 0, then x = 0 is
a maximum extreme point of gb(x).

2) Ridge Invariance: The position of the ridge point is
invariant to different PSFs and defocus amount.

The above content is aiming at physical phenomenon of
image formation rather than the image acquired by the camera.
The physical phenomenon of image formation is modeled as
a pinhole imaging system sequenced with a convolution of
some specific PSFs. The theory is suitable for all cameras
that can be modeled in this way regardless of the image
acquired is digital or on a film. In the digital condition,
the proposed “Extremum Conditions” will be present in the
discretization format, namely, difference equations are used
instead of differential equations.

B. Saliency Condition

When the image is focused, gb(x) will equal to gb(0) for a
large range of x . In this case, there is no ridge point. With
increasing of the defocus amount, gb(0) changes to be an
absolute extremum.

In order to analyze the relationship between the ridge
saliency and blur amount quantitatively, the gradient of gb(x)
at a point near the peak is used to describe the saliency of
the peak. The point is denoted as x in the following. In (6),
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Fig. 2. One curve of saliency function.

∑N
i=1 ωiϕi (x) is denoted as P(x) for short, and gs(x) can be

written as Ad [u(x + τ )− u(x − τ )] + Bd , so we have

ġb(x) = P(x)⊗ ġs(x)

= P(x)⊗ Ad [δ(x + τ )− δ(x − τ )]
= Ad [P(x + τ )− P(x − τ )]. (13)

In applications, P(x) is usually a hat-like function such
as part of Gaussian function. The defocus amount is fully
dependent on the width of hat-like function. They are usually
measured by the radius da where the value of PSF decreases to
smaller than 0.05 times of the center points. For Gaussian PSF,
the defocus amounts is quantified as da = 2σ . Taken
Gaussian as an example, P(x) is parameterized with σ denoted
as P(x , σ). Then (13) can be written as

ġb(x, σ ) = Ad(P(x + τ, σ )− P(x − τ, σ )) (14)

ġb is a function of σ , when the variables x and τ are
assigned to specific values. One curve of the functions is
shown in Fig. 2. In fact, the experiments indicate that the
curves generated with different hat-like PSF have a similar
shape.

It can be found from Fig. 2 that the peak’s saliency at
first increases and then decreases. In Section V, we will
further show that the trends of the saliency curves are similar
for different kinds of PSFs. There exists a best defocus
amount where the peak is most salient, so when the defocus
amount is smaller than the best value, we should reblur it
to make the saliency reach its maximum case. The reblur
amount depends precisely on the curve’s shape and defocus
amount.

As an example, Gaussian function is chosen as PSF and the
reblur function. The reblurred signal is denoted as grb(x , σ),
and the saliency function is denoted as ġrb(x, σ ). grb(x) can
be expanded as

grb(x, σ ) = gb(x)⊗ RG(x, σ0)

= PG(x, σ )⊗ gs(x)⊗ RG(x, σ0) (15)

where PG(x , σ) is a Gaussian function, RG(x , σ0) is a
Gaussian reblur function.

By taking derivative of grb(x , σ) respective to x , we have

ġrb(x, σ ) = PG (x, σ )⊗ ġs(x)⊗ RG(x, σ0)

= PG (x, σ )⊗ Ad [δ(x + τ )−δ(x −τ )] ⊗RG (x, σ0)

= PG
(
x,

√
σ 2 + σ 2

0

) ⊗ Ad [δ(x + τ )− δ(x − τ )]
= PG (x + τ, σ1)− PG(x − τ, σ1) (16)

where σ1 = (σ 2 + σ 2
0 )

1/2, PG (x, σ ) = (1/(2π)1/2σ)
exp (−(x2/2σ 2)).

By taking partial derivative of PG (x , σ1) to σ0, then

∂PG(x, σ1)

∂σ0

= ∂

∂σ0

Ad√
2π(σ 2 + σ 2

0 )
exp

(
− x2

2(σ 2 + σ 2
0 )

)

= − Adσ0√
2π

(
σ 2 + σ 2

0

)− 3
2 exp

(
− x2

2(σ 2 + σ 2
0 )

)

+ Ad x2σ0√
2π(σ 2 + σ 2

0 )

(
σ 2 + σ 2

0

)− 5
2

exp

(
− x2

2(σ 2 + σ 2
0 )

)

= − Adσ0√
2π

(
σ 2 + σ 2

0

)− 3
2

exp

(
− x2

2(σ 2 + σ 2
0 )

)

×(
x2(σ 2 + σ 2

0

)−1 − 1
)
. (17)

Combining (16) and (17), we can get

∂ ġrb(x, σ )

∂σ0
= ∂PG(x + τ, σ1)

∂σ0
− ∂PG(x − τ, σ1)

∂σ0

= − Adσ0√
2π

(
σ 2 + σ 2

0

)− 3
2 (�left −�right) (18)

where

�left = exp

(
− (x + τ )2

2(σ 2 + σ 2
0 )

)(
(x + τ )2

σ 2 + σ 2
0

− 1

)

�right = exp

(
− (x − τ )2

2(σ 2 + σ 2
0 )

)(
(x − τ )2

σ 2 + σ 2
0

− 1

)
.

Here we use the Taylor series to approximate the exponen-
tial function to a polynomial of degree 1. Let �left = �right,
we can get

2

3
τδ = σ 2 + σ 2

0 . (19)

In practice, we need a space interval to determine whether
current point is the extreme point (ridge in 2-D conditions).
This interval is taken as δ and its value is suggested to be
about half the width of the broad-brush line in the image. For
example, δ is set to seven pixels in our experiments. After the
defocus amount value σ is determined, the optimal value σ0
can be gotten according to (19).

C. Defocus Amount Estimation

In order to solve the exact value of σ0 in (19), we must get
the value of σ , namely, the defocus amount of the original
image. In this paper, Zhou’s model for defocus analyzing
is used [21]. Here, a briefly review of this method is given
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as follows. Zhou’s method is based on the Gaussian gradient
ratio which is robust to noise, inaccurate edge location, and
interference from neighboring edges. The defocus blur is
evaluated at the edge location where step edge is assumed

Fs(x) = ks1hs(x)+ ks2 (20)

hs(x) = d

dx
max(0, x) (21)

where Fs is a step function, ks1 and ks2 are the amplitude and
offset of the edge.

In defocused image, an ideal point scatters into a small area
called circle-of-confusion. Its diameter is denoted as dcs, which
is an indicator of the blur amount estimation.

The defocus blur is modeled as a convolution of an
image in focus with the PSF. Taking Gaussian function
Gpsf = (x , σ) as an example, the standard deviation σ = λkdcs
measures the defocus amount. A blurred edge Ib(x) is then
given by

Ib(x) = Fs(x)⊗ Gpsf(x, σ ). (22)

In order to solve (22), the convolution of Fs(x) is first calcu-
lated with a known Gaussian kernel then the ratio between the
gradient magnitude of the step edge and the convolution edge
is obtained. The ratio reaches the maximum value at the edge
location. Using the maximum value, the amount of the defocus
blur at the edge location can be computed. For convenience,
[21] describes the blur estimation method for 1-D case first
and then extends it to 2-D image. The gradient of the blurred
edge is denoted as ∇ Ib(x) and the gradient of the convolution
edge as ∇ Irb(x), their expressions are given as [21]

∇ Ib(x) = ∇[(Adu(x)+ Bd)⊗ Gpsf(x, σ )]
= Ad√

2πσ 2
exp

(
− x2

2σ 2

)
(23)

∇ Irb(x) = ∇[Ib(x)⊗ G(x, σre)]
= Ad√

2π(σ 2 + σ 2
re)

exp

(
− x2

2(σ 2 + σ 2
re)

)
(24)

where σre is the standard deviation of the Gaussian convolution
kernel.

The ratio Rv of the two gradients is

Rv =
∣∣∣∣
∇ Ib(x)

∇ Irb(x)

∣∣∣∣
x=0

=
√
σ 2 + σ 2

re

σ 2 . (25)

Reference [21] proves that the ratio Rv reaches the max-
imum at the edge location (x = 0), then σ can be solved
using (25).

IV. PERSPECTIVE ERROR ANALYSIS

In the above sections, the precise position of the ridge
line is obtained from the defocused image. However, due to
perspective distortion, the ridge line of a broad-brush line in
the image may not correspond to the real center line in the
world frame. Fortunately, this error is usually very small that
can be ignored (much smaller than one pixel).

Let the view angle corresponding to the width of the
broad-brush lines be denoted as βaov = � BOC. In the plane

Fig. 3. Projection of the midpoint of broad-brush line.

determined by the optical center O and line segment BC in
object plane, the angle between line segment BC and the image
plane is denoted as βbias, βbias = � OBC − � OBD as shown
in Fig. 3.

The length of line segment BC’s projection on the image
plane is denote as L0. The vertical line from the optical center
to image plane intersects the image plane at point P0, the
length of OP0 is H0, its extended line intersects with line BD
at point P1, and the length of OP1 is denoted as H1. OP1’s
extended line intersects with line BC at point P2, the length
of OP2 is denoted as H2. The length of BP2 is denoted as L1,
the length of BC is denoted as L2. According to the geometry
relationships, we have

L1 = H1L0

2H0 cosβbias
(26)

L2 = H1L0 cosβbias

H0

(
tan βbias

tan βot
+ 1

)
. (27)

Assume that the camera can be described with pinhole
model and its lens distortion is corrected. If a line segment is
on the plane perpendicular to the optical axis of the camera,
its image size is not varied with the motion of the line segment
on the plane. Without the loss of generality, the line segment
is moved to the image central area of the camera for the
convenience of analysis. Then the triangle OBD is an isosceles
triangle

βaov = 2 arctan
L0

2H0
(28)

βbias + βot = (π − βaov)/2. (29)

The image error �ξmp between the ridge line and center
line is defined as

�ξmp = H0

H1
(L2/2 − L1) cosβbias = 1

4
L0 sin 2βbias J (30)

where

J = tan (βbias + βaov/2)− tan βbias

= tan (βaov/2) [1 + tan (βbias + βaov/2) tan βbias]

≈ tan (βaov/2)(1 + tan2 βbias) = tan (βaov/2)

cos2(βbias)
.
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Taking J and (28) into (30), we have

�ξmp = 1

4
L0 sin 2βbias J ≈ L2

0

8H0

sin 2βbias

cos2 βbias
= L2

0

4H0
tan βbias

In addition, the length of BD is smaller than BC · cosβbias,
and BD = H1L0/H0, so we have

L0 <
H0L2

H1
cosβbias. (31)

So

�ξmp ≈ L2
0

4H0
tan βbias <

L0 L2

4H1
sin βbias <

L0 L2

4H1
. (32)

Typically, H1 is approximated to the depth of the object
plane, H1 > 500 mm; L2 is the width of the brush line; L2 is
about 10 mm. H1 is at least 50 times of L2. Usually, the largest
width of the broad-brush line in the image is smaller than
20 pixels, L0 < 20 pixel. In this condition, the error is smaller
than 0.1 pixel. �ξmp can be ignored because it is always much
smaller than one pixel.

Besides the pattern we used in this paper, some other
patterns such as circular blob pattern are also suitable for
the proposed method. Due to perspective, the detected blob
center in the image will shift away. With the analysis of above
content, we conclude that when the radius of the blob or the
width of the broad-brush line is not very large, errors caused
by perspective are small enough to be ignored.

V. EXPERIMENT

A. Validation of Ridge Points Detection Procedure

The core of the proposed method is to precisely localize
the ridge points. The whole procedure can be summarized
as follows. First, the defocus amount of the input image
is estimated according to (25). Then, the input image is
reblurred to get the best saliency according to (19). In the
end, the precise position of the ridge point is obtained by
calculating the extreme point according to extreme conditions
and ridge invariance. In order to validate the correctness of
the proposed method, simulations are designed.

Synthetic images are obtained from a broad-brush line pat-
tern blurred by different kinds of PSFs with different defocus
amount. The PSFs used in this experiment include Gaussian
function, circle spot function and Ricker wavelet (i.e., Mexican
hat wavelet) function. Analytic expressions of the latter two
PSFs are given as follows:

1) Ricker PSF:

ψ(x, y) = 1

πσ 4

(
1 − x2+y2

2σ 2

)
exp

(
− x2+y2

2σ 2

)
. (33)

2) Circle Spot PSF:

ψ (x, y) =
⎧
⎨

⎩

1

πr2 , (x2 + y2) < r2

0, (x2 + y2) ≥ r2.
(34)

Defocus amounts with different PSFs were measured by the
radius da where the values decrease to smaller than 0.05 times
of the center points. For Gauss PSF da = 2σ , for Richer PSF
da = 0.96σ , and for circle spot PSF da = r .

Fig. 4. Performance of saliency enhances procedure for different kinds
of PSFs. (a) Circle spot PSF. (b) Gaussian PSF. (c) Ricker PSF.

When changing da from 0 to 30 pixels, the performance
of the saliency enhance method is shown in Fig. 4. Here,
the original saliency ġb(7, σ ), the saliency after enhancement
ġb(7, σ1), and the theoretical maximum value of saliency
ġb(7, σmax) (see Section III-B) are shown in Fig. 4.

It can be seen from Fig. 4 that the proposed method has
good performance in the experiments with the three different
kinds of PSFs. When defocus amount da is smaller than
optimal value, the saliency is significantly enhanced. The
reblur procedure pulls up the red curves to the black lines,
which are much nearer to the ideal maximum saliency drawn
in blue lines. From the red lines we can see that the optimal
defocus amount is near to da = 15 pixels. After the optimal
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defocus amount, reblur procedure no longer works and the
three curves almost coincide. In these experiments, when da

is smaller than 25, errors of the ridge points’ positions detected
are all smaller than 0.1 pixels.

For any centrosymmetric 2-D function whose value dimin-
ishing along the radial, namely, a hat-like function has an
equivalent radius to a specific Gaussian function. In our
experiments, three hat-like PSFs are tested. The circle spot
PSF gives a harshest testing of the proposed method. Because
it is a discontinuous piecewise function that will never happen
in a real system and any smoother PSF will have a better
approximation to a Gaussian function.

B. Calibrations With the Proposed Method

In experiments, calibrations are done with the following
camera and distortion model.

1) Camera Model: The world coordinate system {W} is
established with the origin at the left bottom control point of
the planar patterns. Its Xw axis is parallel to the horizontal
direction of the patterns, Zw axis vertical to the pattern plane.
In the world coordinate, a point on the planar pattern is
denoted as (xw, yw, 0), its corresponding image point is
denoted as (u, v). For a pinhole camera, the relationship
between a point in the world frame and its image projection
is given by

λ

⎡

⎣
u
v
1

⎤

⎦ =
⎡

⎣
kx ks u0
0 ky v0
0 0 1

⎤

⎦

⎡

⎣
nx ox px

ny oy py

nz oz pz

⎤

⎦

⎡

⎣
xw

yw

1

⎤

⎦ (35)

where λ is an scale factor. kx and ky are the magnification
factors corresponding to horizontal and vertical image axes,
respectively, ks is the skew factor. (u0, v0) is the image
coordinates of the principal point. [nx ny nz]T , [ox oy oz]T ,
and [ax ay az]T represent the unit vectors of the Xw-, Yw-,
and Zw-axis of the world frame expressed in the camera frame.
[px py pz]T is the position vector of the origin of the world
frame described in the camera frame.

When positions of control points are obtained, many meth-
ods can be used to solve intrinsic parameters kx , ky , ks ,
and (u0, v0) in (35).

2) Distortion Model: By considering the lens distortion
with radial distortion and tangential distortion models, [22]
gives a relationship between the nondistorted image point
(xu , yu) and the corresponding distorted image point (xd , yd)

[
xu

yu

]
= (1 + k1r2 + k2r4)

[
xd

yd

]

+
[

2k3xd yd + k4
(
r2 + 2x2

d

)

k3
(
r2 + 2y2

d

) + 2k4xd yd

]
(36)

where r = (x2
u + y2

u )
1/2, k1 and k2 are the radial distor-

tion coefficients and k3 and k4 are the tangential distortion
coefficients.

Suppose there is a straight line on normalized image denoted
as Axu +Byu +C = 0, let Axu = −Byu −C = t , then we have

⎧
⎪⎨

⎪⎩

xu = t

A
yu = − t + C

B

(37)

Fig. 5. Calibration patterns used in simulation and experiment (a) Simulation.
(b) Experiment.

r2 =
(

1

A2 + 1

B2

)
t2 + 2C

B2 t + C2

B2 . (38)

Let

α = 1

A2 + 1

B2 , β = 2C

B2 , γ = C2

B2 (39)

then

r4 = α2t4 + αβt3 + β2t2 + αγ t2 + βγ t + γ 2. (40)

Combining (36)–(38), and (40) and introducing new factors
D1 ∼ D6, E1∼E6 for convenience, we can get quantic
expressions of xu and yu
[

xu

yu

]
=

[
D1t5 + D2t4 + D3t3 + D4t2 + D5t + D6

E1t5 + E2t4 + E3t3 + E4t2 + E5t + E6

]
(41)

where D1∼D6, E1∼E6 are the factors consisting of A, B , C ,
and k1 ∼ k4.

According to the reports in the literature [23] and [24],
most lens distortions can be dominated by the first term
of the radial distortion components. It has also been found
that any more elaborated modeling not only would be not
helpful (negligible when compared with sensor quantization),
but also would cause numerical instability [23], [24]. So here
we set k2 = k3 = k4 = 0, then D1 = D2 = D6 = 0,
and E1 = E2 = E6 = 0. The equation (41) turns into a cubic
equation.

C. Calibration Test With Simulation Images

The patterns used for calibrations are composed of broad-
brush lines and feature points are detected at the intersections
of their ridge lines. The lines do not intersect with each other to
avoid ridge detection confusion at the cross areas. If positions
of the ridge intersections are not affected, distributions of the
broad-brush lines can be set randomly. Fig. 5 shows two differ-
ent kinds of target patterns deigned for calibrations. In order to
show the algorithm’s adaptability to different distributions of
broad-brush lines, the two patterns are all used in the following
experiments. The pattern in Fig. 5(a) is used in simulations,
as shown in Fig. 6, and the pattern in Fig. 5(b) is used in
experiments with real images, as shown in Fig. 7. Because
the precise detections of the ridge points are based on a
convolution procedure discussed in Section III according to the
proposed “Extreme Conditions” and “Saliency Condition,” it
is very robust to noise and blurring due to convolution nature.
The proposed method may also suitable for the detections of
control points in other targets such as circular blob target.
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Fig. 6. Simulation image generated with different PSFs, from left to right,
the Gaussian PSF, ricker PSF, circle spot, respectively.

Fig. 7. Images in variant focus values. (a) Focus value set to 6155, it is
the best focused. (b) Focus setting at 1000, the image is slightly blurred.
(c) Focus setting at 8000, the image is quite blurred. (d) Focus setting at 9000,
the image is severely blurred.

However, compared to circular blob target, broad-brush line
avoids searching for the extreme points in two directions.
So we suggest using broad-brush target for calibration when-
ever it is permitted in the specific application.

In experiments with simulation images, the accuracy of
the proposed control points locating algorithm is evaluated
with various blur conditions. Based on the camera model in
Section II, we generate a series of images of the calibration
pattern. A standard image with a specific pose is generated
first. Then its pose change is simulated by performing corre-
sponding perspective transform on the standard image. After
that, different kinds of defocus blur are simulated by the
convolution with different PSFs.

300 images from random viewpoints within ±30° from
the front view are generated with the pattern in Fig. 5(a).
The image resolution is set to 640 × 480 pixels. In this
simulation, the intrinsic parameters of the camera are
set to kx = ky = 3000, and u0 = 320, v0 = 240. After
enhancement with reblur, the ridge lines are detected precisely.
Their intersections are taken as control points for calibration.
The calibration results are presented in Table I.

It can be seen, when the defocus amount is smaller than
the optimal value, calibration errors keep smaller than 0.5%
of the ground truth and almost invariant to the defocus amount.
After that, the errors increase slightly with defocus amount.
When the defocus amount reaches 25, error of kx and ky

increases to 0.65%. In fact, this is a quite large defocus
amount, as shown in Fig. 6.

TABLE I

INTRINSIC PARAMETERS UNDER VARIANT BLUR KERNEL

TABLE II

PARAMETERS OF THE SONY FCB-ex11D COLOR CAMERA

D. Calibration With Real Images

In real data experiments, the accuracy and the validity of
the proposed method are verified in various perspectives and
different focal length. A Sony color camera FCB-EX11D
is used in the experiment, its detail parameters are shown
in Table II. The camera is set to the manual focus mode. The
adjustment of the camera’s focus length is done by setting
a value which range from 0000 to 9999. According to the
product manual, the focus length is nearly proportional to
focus value with a low level of accuracy. Images with the
pattern in Fig. 5(b) in variant focus values are captured,
Fig. 7 presents some examples.

The lens of the camera has a 10× zoom, 4.2 mm–42 mm
focal length, correspondingly, the angle of the view from
4.6° to 46°. The camera obtained image with resolution at
640 × 480 pixels. The analogy image signal was converted to
universal serial bus format, and FFMPEG library was used to
decode the MJPG video, and recovered to the checker board
image. The VISCA Protocol was used to control the camera’s
exposure mode, iris value, exposure time, and focus mode.
The frame rate of the camera is 30 fps.

Different from simulations, we cannot get the ground truth
in experiments. In order to overcome this problem, the root
mean square reprojection error is usually used to evaluate the
accuracy. It is computed by the Euclidean distance between the
extracted 2-D control points on the image and the reprojected
points. The reprojected points are projected from the corre-
sponding point in 3-D space to the image plane through the
calibrated camera model with lens distortion. The root mean
square reprojection error is

E1 = 1

N

N∑

i=1

√
(xd,i − x̂d,i)2 + (yd,i − ŷd,i )2 (42)

where (xd,i , yd,i) is control point on the image and (x̂d,i , ŷd,i)
is the reprojected point, and E1 is reprojection error.
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Fig. 8. Reprojection errors with the control points are extracted via the
traditional method and the proposed method.

TABLE III

INTRINSIC PARAMETERS IN FIXED SETTING WITH
DIFFERENT OBJECT DISTANCE

In order to test our method adequately, two experiments
are designed. The first one is to fix the object distance and
change focus value. The second one is to fix focus value but
change object distance. In these experiments, the proposed
method is compared to the state-of-art and most widely used
method [11], [26], [30], in which the control point detection
is done with edge features.

In the first experiment, the distance between the camera and
the target is fixed. The focus value changes from 1000 to 9999.
For each focus value, the camera system is calibrated both by
the propose method and conventional method. With variant
focus values, the average reprojection errors is given in Fig. 8.
The best focus value is about 6155 and the conventional
method got the best result with the lowest reprojection error.
At this value, reprojection errors of the proposed method and
the conventional method almost overlap with each other. When
the focus value leaves the best value, different performance
of the two methods appears gradually. Fig. 8 shows that
the more severe of the defocus the conventional gives the
worse measure accuracy, while the proposed method has,
respectively, stable accuracy for all focus values and has the
approximately performance to the best condition of conven-
tional method.

In the second experiment, we fix the focus value, but change
the object distance. Here we first deposit the calibrated pattern
in the best object distance which is 2500 mm where the
image is in focus. Calibrated results are obtained with both the
conventional and proposed methods. From Table III, we can
see, the results from the two methods are very near. Then the

Fig. 9. Block used for measurement, focus value set to 0000.

pattern is moved to different object distances, the calibrated
results are shown in Table III. The table shows that in the
defocus condition the conventional gives worse measurement
accuracy, while the proposed method has, respectively, stable
accuracy and has the approximately performance to the best
condition of traditional method.

E. Measurement With the Proposed Method

Whenever there are broad-brush lines like patterns in the
object to be measured, namely, there are detectable ridge
features, the proposed method can also be used for camera
pose measurement with large defocus amount which are
unacceptable in traditional methods. Here, the experiments are
done with a designed mark.

In PnP problem, the six degree of freedom can be solved
with the camera’s intrinsic parameters and the image coor-
dinates and Cartesian coordinates of n(n ≥ 3) control points.
The key is to obtain the precise image positions of these points.
In following comparison experiments, the designed pattern
and chessboard are printed on the same paper. As shown
in Fig. 9, the left pattern is used for our method and the right
one is used of traditional method. In our method, the feature
points are the intersections of lines’ ridges. In the traditional
method, the feature points are the corners of the chessboard.
The pattern’s pose relative to the camera is computed with
PnP method after the feature points are extracted.

In the experiments, the distance between the camera and
the pattern keeps unchanged while the focus value of the
camera changes. For each focus value, the pose of the block
is measured. The pose measured by the traditional method
with the best focused image was used as the benchmark value.
It is (−53.3°, −7.4°, 170.9°, −220.7, −48.3, and 1280.3 mm).
Table IV gives the pose values measured by the traditional and
proposed methods at each focus index.

The position and orientation errors are demonstrated sepa-
rately in Fig. 10(a) and (b). It is found from Table IV and
Fig. 10 that the orientation errors are (−0.9, 2.1) degree
and (−0.5, 1.5) degree, the position errors in z-axis are
(8, 29) mm and (5.9, 14.8) mm in the results with the
traditional and proposed methods. In other words, the relative
position errors are less than 2.27% and 1.16% in the results
with the traditional and proposed methods. It is also seen that
the precision of the proposed method is almost unchanged
to defocus. The proposed method performs better than the
conventional method during defocus, especially when the blur
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TABLE IV

MEASURED POSE WITH TRADITIONAL AND PROPOSED METHOD

Fig. 10. Errors with the traditional method and the proposed method.
(a) Position errors x , y, z. (b) Orientation errors represented in Euler
angle θx , θy , θz .

amount is large. In the case of the image is well focused,
the proposed method has the approximate performance as the
conventional methods.

VI. CONCLUSION

This paper presents a detection method of control points
robust to defocus and tests its applications in camera cali-
bration and pose measurement. Experiments with synthesized

images confirmed the correctness of the proposed method and
real image experiments showed that our method can obtain
precise calibration and measurement results with images
in a large defocus amount range. In the effective defocus
amount range, the accuracy of the proposed method almost
keeps unchanging to the best values. Because the proposed
method has approximate the same performance as conven-
tional method at good focus values and has a much larger
effective defocus amount range, it can surely be used in a
wide range of applications.

REFERENCES

[1] Z. Zhang and L.-W. He, “Whiteboard scanning and image enhancement,”
Digit. Signal Process., vol. 17, no. 2, pp. 414–432, 2007.

[2] M. Bujnak, Z. Kukelova, and T. Pajdla, “A general solution to the P4P
problem for camera with unknown focal length,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., Jun. 2008, pp. 1–8.

[3] R. Horaud, B. Conio, O. Leboulleux, and L. B. Lacolle, “An ana-
lytic solution for the perspective 4-point problem,” in Proc. Proc.
IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit., Sep. 1989,
pp. 500–507.

[4] A. I. Mourikis, N. Trawny, S. I. Roumeliotis, A. E. Johnson, A. Ansar,
and L. Matthies, “Vision-aided inertial navigation for spacecraft entry,
descent, and landing,” IEEE Trans. Robot., vol. 25, no. 2, pp. 264–280,
Apr. 2009.

[5] C. Forster, M. Pizzoli, and D. Scaramuzza, “Svo: Fast semi-direct
monocular visual odometry,” in Proc. IEEE Int. Conf. Robot. Autom.,
Apr. 2014, pp. 15–22.

[6] Y. Abdel-Aziz, H. Karara, and M. Hauck, “Direct linear trans-
formation from comparator coordinates into object space coordi-
nates in close-range photogrammetry,” Photogram. Eng. Remote
Sens., vol. 81, no. 2, pp. 103–107, 2015. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0099111215303086

[7] L. Chen, C. W. Armstrong, and D. D. Raftopoulos, “An inves-
tigation on the accuracy of three-dimensional space reconstruc-
tion using the direct linear transformation technique,” J. Bio-
mech., vol. 27, no. 4, pp. 493–500, 1994. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/0021929094900248

[8] Z. Zhang, “A flexible new technique for camera calibration,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 22, no. 11, pp. 1330–1334,
Nov. 2000.

[9] S. Placht et al., “Rochade: Robust checkerboard advanced detection
for camera calibration,” in Proc. 13th Eur. Conf. Comput. Vis., 2014,
pp. 766–779.

[10] Q. Chen, H. Wu, and T. Wada, “Camera calibration with two arbi-
trary coplanar circles,” in Proc. 8th Eur. Conf. Comput. Vis., 2004,
pp. 521–532.

[11] A. Datta, J.-S. Kim, and T. Kanade, “Accurate camera calibration using
iterative refinement of control points,” in Proc. IEEE 12th Int. Conf.
Comput. Vis. Workshops, Sep. 2009, pp. 1201–1208.

[12] J. Jun and C. Kim, “Robust camera calibration using neural network,”
in Proc. IEEE Region 10 Conf., Jun. 1999, pp. 694–697.

[13] M. T. Ahmed, E. E. Hemayed, and A. A. Farag, “Neurocalibration:
A neural network that can tell camera calibration parameters,” in Proc.
7th IEEE Int. Conf. Comput. Vis., Sep. 1999, pp. 463–468.

[14] M. Ahmed and A. Farag, “A neural approach to zoom-lens camera
calibration from data with outliers,” Image Vis. Comput., vol. 20, no. 9,
pp. 619–630, 2002.

[15] M. Li and J. M. Lavest, “Some aspects of zoom lens camera calibration,”
IEEE Trans. Pattern Anal. Mach. Intell., vol. 18, no. 11, pp. 1105–1110,
Nov. 1996.

[16] M. Baba, M. Mukunoki, and N. Asada, “A unified camera calibration
using geometry and blur of feature points,” in Proc. 18th Int. Conf.
Pattern Recognit., 2006, pp. 816–819.

[17] H. Ha, Y. Bok, K. Joo, J. Jung, and I. S. Kweon, “Accurate camera
calibration robust to defocus using a smartphone,” in Proc. IEEE Int.
Conf. Comput. Vis., Jun. 2015, pp. 828–836.

[18] J. Liu, Y. Li, and S. Chen, “Robust camera calibration by optimal
localization of spatial control points,” IEEE Trans. Instrum. Meas.,
vol. 63, no. 12, pp. 3076–3087, Dec. 2014.

[19] M. Hu, G. Dodds, B. Yuan, and X. Tang, “Robust camera calibration
with epipolar constraints,” in Proc. 7th Int. Conf. Signal Process. (ICSP),
vol. 2. Aug. 2004, pp. 1115–1118.



DING et al.: ROBUST DETECTION METHOD 2735

[20] X. Xu, J. Xia, J. Xiong, and X. F. Xie, “Robust camera calibration
with vanishing points,” in Proc. 5th Int. Congr. Image Signal Process.,
Oct. 2012, pp. 931–935.

[21] S. Zhuo and T. Sim, “Defocus map estimation from a single image,”
Pattern Recognit., vol. 44, no. 9, pp. 1852–1858, 2011.

[22] J. Heikkila and O. Silven, “A four-step camera calibration procedure with
implicit image correction,” in Proc. IEEE Comput. Soc. Conf. Comput.
Vis. Pattern Recognit., Aug. 1997, pp. 1106–1112.

[23] G.-Q. Wei and S. D. Ma, “Implicit and explicit camera calibration:
Theory and experiments,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 16, no. 5, pp. 469–480, May 1994.

[24] R. Y. Tsai, “A versatile camera calibration technique for high-accuracy
3D machine vision metrology using off-the-shelf TV cameras and
lenses,” IEEE J. Robot. Autom., vol. 3, no. 4, pp. 323–344, Aug. 1987.

[25] J. A. Hesch and S. I. Roumeliotis, “A direct least-squares (DLS) method
for PnP,” in Proc. IEEE Int. Conf. Comput. Vis., Nov. 2011, pp. 383–390.

[26] S. Zhan and R. Chung, “Use of LCD panel for calibrating structured-
light-based range sensing system,” IEEE Trans. Instrum. Meas., vol. 57,
no. 11, pp. 2623–2630, Nov. 2008.

[27] C. A. Luna, M. Mazo, J. L. Lazaro, and J. F. Vazquez, “Calibration
of line-scan cameras,” IEEE Trans. Instrum. Meas., vol. 59, no. 8,
pp. 2185–2190, Aug. 2010.

[28] S. Zhu and G. Yang, “Noncontact 3-D coordinate measurement of cross-
cutting feature points on the surface of a large-scale workpiece based
on the machine vision method,” IEEE Trans. Instrum. Meas., vol. 59,
no. 7, pp. 1874–1887, Jul. 2010.

[29] Y. Li, Y. F. Li, Q. L. Wang, D. Xu, and M. Tan, “Measurement and
defect detection of the weld bead based on online vision inspection,”
IEEE Trans. Instrum. Meas., vol. 59, no. 7, pp. 1841–1849, Jul. 2010.

[30] J. L. L. Galilea, J.-M. Lavest, C. A. L. Vazquez, A. G. Vicente, and
B. I. Munoz, “Calibration of a high-accuracy 3-D coordinate measure-
ment sensor based on laser beam and CMOS camera,” IEEE Trans.
Instrum. Meas., vol. 58, no. 9, pp. 3341–3346, Sep. 2009.

[31] X. Tao, Z. Zhang, F. Zhang, and D. Xu, “A novel and effective surface
flaw inspection instrument for large-aperture optical elements,” IEEE
Trans. Instrum. Meas., vol. 64, no. 9, pp. 2530–2540, Sep. 2015.

[32] H. Bacakoglu and M. S. Kamel, “A three-step camera calibration
method,” IEEE Trans. Instrum. Meas., vol. 46, no. 5, pp. 1165–1172,
Oct. 1997.

[33] S. Shirmohammadi and A. Ferrero, “Camera as the instrument: The
rising trend of vision based measurement,” IEEE Instrum. Meas. Mag.,
vol. 17, no. 3, pp. 41–47, Jun. 2014.

[34] Y. Oyamada and H. Saito, “Defocus blur correcting projector-camera
system,” in Proc. Int. Conf. Adv. Concepts Intell. Vis. Syst., Berlin,
Germany, 2008, pp. 453–464.

[35] Y. Oyamada and H. Saito, “Focal pre-correction of projected image for
deblurring screen image,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., Sep. 2007, pp. 1–8.

[36] X. Zhu, S. Cohen, and S. Schiller, “Estimating spatially varying defocus
blur from a single image,” IEEE Trans. Image Process., vol. 22, no. 12,
pp. 4879–4891, Dec. 2013.

[37] M. Cannon, “Blind deconvolution of spatially invariant image blurs with
phase,” IEEE Trans. Acoust. Speech Signal Process., vol. 24, no. 1,
pp. 58–63, Jan. 1976.

[38] Z. Myles and N. da V. Lobo, “Recovering affine motion and defocus
blur simultaneously,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 20,
no. 6, pp. 652–658, Jun. 1998.

Wendong Ding received the B.Sc. degree in elec-
tronic science and technology from the Wuhan
university of Technology, Wuhan, China, in 2013.
He is currently pursuing the Ph.D. degree in con-
trol science and engineering with the Institute of
Automation, Chinese Academy of Sciences, Beijing,
China.

His current research interests include computer
vision and mobile robot localization.

Xilong Liu received the B.Sc. degree from Beijing
Jiaotong University, Beijing, China, in 2009, and
the Ph.D. degree in control theory and control engi-
neering from the Institute of Automation, Chinese
Academy of Sciences (IACAS), Beijing, in 2014.

He is currently an Associate Professor with the
Research Center of Precision Sensing and Control,
IACAS. His current research interests include image
processing, pattern recognition, visual measurement,
and visual scene cognition.

De Xu (M’05–SM’09) received the B.Sc. and M.Sc.
degrees in control science and engineering from the
Shandong University of Technology, Jinan, China,
in 1985 and 1990, respectively, and the Ph.D. degree
in control science and engineering from Zhejiang
University, Hangzhou, China, in 2001.

He has been with Institute of Automation,
Chinese Academy of Sciences (IACAS), Beijing,
China, since 2001, where he is currently a Professor
with the Research Center of Precision Sensing and
Control. His current research interests include robot-

ics and automation such as visual measurement, visual control, intelligent
control, visual positioning, microscopic vision, and microassembly.

Dapeng Zhang received the B.Sc. and M.Sc.
degrees from the Hebei University of Technology,
Tianjin, China, in 2003 and 2006, respectively,
and the Ph.D. degree from the Beijing University
of Aeronautics and Astronautics, Beijing, China,
in 2011.

He is currently an Associate Professor with the
Research Center of Precision Sensing and Control,
Institute of Automation, Chinese Academy of Sci-
ences, Beijing. His current research interests include
robotics and automation, in particular, microscopic
vision, and microassembly.

Zhengtao Zhang received the B.Sc. degree in con-
trol science and engineering from the China Univer-
sity of Petroleum, Dongying, China, in 2004, and
the M.Sc. degree in control science and engineering
from the Beijing Institute of Technology, Beijing,
China, in 2007, and the Ph.D. degree in control sci-
ence and engineering from the Institute of Automa-
tion, Chinese Academy of Sciences (IACAS),
Beijing, in 2010.

He is currently a Professor with the Research
Center of Precision Sensing and Control, IACAS.

His current research interests include visual measurement, micro-assembly,
and automation.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Aachen-Bold
    /ACaslon-AltBold
    /ACaslon-AltBoldItalic
    /ACaslon-AltItalic
    /ACaslon-AltRegular
    /ACaslon-AltSemibold
    /ACaslon-AltSemiboldItalic
    /ACaslon-Bold
    /ACaslon-BoldItalic
    /ACaslon-BoldItalicOsF
    /ACaslon-BoldOsF
    /ACaslonExp-Bold
    /ACaslonExp-BoldItalic
    /ACaslonExp-Italic
    /ACaslonExp-Regular
    /ACaslonExp-Semibold
    /ACaslonExp-SemiboldItalic
    /ACaslon-Italic
    /ACaslon-ItalicOsF
    /ACaslon-Ornaments
    /ACaslon-Regular
    /ACaslon-RegularSC
    /ACaslon-Semibold
    /ACaslon-SemiboldItalic
    /ACaslon-SemiboldItalicOsF
    /ACaslon-SemiboldSC
    /ACaslon-SwashBoldItalic
    /ACaslon-SwashItalic
    /ACaslon-SwashSemiboldItalic
    /AGaramondAlt-Italic
    /AGaramondAlt-Regular
    /AGaramond-Bold
    /AGaramond-BoldItalic
    /AGaramond-BoldItalicOsF
    /AGaramond-BoldOsF
    /AGaramondExp-Bold
    /AGaramondExp-BoldItalic
    /AGaramondExp-Italic
    /AGaramondExp-Regular
    /AGaramondExp-Semibold
    /AGaramondExp-SemiboldItalic
    /AGaramond-Italic
    /AGaramond-ItalicOsF
    /AGaramond-Regular
    /AGaramond-RegularSC
    /AGaramond-Semibold
    /AGaramond-SemiboldItalic
    /AGaramond-SemiboldItalicOsF
    /AGaramond-SemiboldSC
    /AGaramond-Titling
    /AJensonMM
    /AJensonMM-Alt
    /AJensonMM-Ep
    /AJensonMM-It
    /AJensonMM-ItAlt
    /AJensonMM-ItEp
    /AJensonMM-ItSC
    /AJensonMM-SC
    /AJensonMM-Sw
    /AlbertusMT
    /AlbertusMT-Italic
    /AlbertusMT-Light
    /Americana
    /Americana-Bold
    /Americana-ExtraBold
    /Americana-Italic
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /AvantGarde-Demi
    /BBOLD10
    /BBOLD5
    /BBOLD7
    /BermudaLP-Squiggle
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chaparral-Display
    /CMB10
    /CMBSY10
    /CMBSY5
    /CMBSY6
    /CMBSY7
    /CMBSY8
    /CMBSY9
    /CMBX10
    /CMBX12
    /CMBX5
    /CMBX6
    /CMBX7
    /CMBX8
    /CMBX9
    /CMBXSL10
    /CMBXTI10
    /CMCSC10
    /CMCSC8
    /CMCSC9
    /CMDUNH10
    /CMEX10
    /CMEX7
    /CMEX8
    /CMEX9
    /CMFF10
    /CMFI10
    /CMFIB8
    /CMINCH
    /CMITT10
    /CMMI10
    /CMMI12
    /CMMI5
    /CMMI6
    /CMMI7
    /CMMI8
    /CMMI9
    /CMMIB10
    /CMMIB5
    /CMMIB6
    /CMMIB7
    /CMMIB8
    /CMMIB9
    /CMR10
    /CMR12
    /CMR17
    /CMR5
    /CMR6
    /CMR7
    /CMR8
    /CMR9
    /CMSL10
    /CMSL12
    /CMSL8
    /CMSL9
    /CMSLTT10
    /CMSS10
    /CMSS12
    /CMSS17
    /CMSS8
    /CMSS9
    /CMSSBX10
    /CMSSDC10
    /CMSSI10
    /CMSSI12
    /CMSSI17
    /CMSSI8
    /CMSSI9
    /CMSSQ8
    /CMSSQI8
    /CMSY10
    /CMSY5
    /CMSY6
    /CMSY7
    /CMSY8
    /CMSY9
    /CMTCSC10
    /CMTEX10
    /CMTEX8
    /CMTEX9
    /CMTI10
    /CMTI12
    /CMTI7
    /CMTI8
    /CMTI9
    /CMTT10
    /CMTT12
    /CMTT8
    /CMTT9
    /CMU10
    /CMVTT10
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /Cutout
    /EMB10
    /EMBX10
    /EMBX12
    /EMBX5
    /EMBX6
    /EMBX7
    /EMBX8
    /EMBX9
    /EMBXSL10
    /EMBXTI10
    /EMCSC10
    /EMCSC8
    /EMCSC9
    /EMDUNH10
    /EMFF10
    /EMFI10
    /EMFIB8
    /EMITT10
    /EMMI10
    /EMMI12
    /EMMI5
    /EMMI6
    /EMMI7
    /EMMI8
    /EMMI9
    /EMMIB10
    /EMMIB5
    /EMMIB6
    /EMMIB7
    /EMMIB8
    /EMMIB9
    /EMR10
    /EMR12
    /EMR17
    /EMR5
    /EMR6
    /EMR7
    /EMR8
    /EMR9
    /EMSL10
    /EMSL12
    /EMSL8
    /EMSL9
    /EMSLTT10
    /EMSS10
    /EMSS12
    /EMSS17
    /EMSS8
    /EMSS9
    /EMSSBX10
    /EMSSDC10
    /EMSSI10
    /EMSSI12
    /EMSSI17
    /EMSSI8
    /EMSSI9
    /EMSSQ8
    /EMSSQI8
    /EMTCSC10
    /EMTI10
    /EMTI12
    /EMTI7
    /EMTI8
    /EMTI9
    /EMTT10
    /EMTT12
    /EMTT8
    /EMTT9
    /EMU10
    /EMVTT10
    /EstrangeloEdessa
    /EUEX10
    /EUEX7
    /EUEX8
    /EUEX9
    /EUFB10
    /EUFB5
    /EUFB7
    /EUFM10
    /EUFM5
    /EUFM7
    /EURB10
    /EURB5
    /EURB7
    /EURM10
    /EURM5
    /EURM7
    /EuroMono-Bold
    /EuroMono-BoldItalic
    /EuroMono-Italic
    /EuroMono-Regular
    /EuroSans-Bold
    /EuroSans-BoldItalic
    /EuroSans-Italic
    /EuroSans-Regular
    /EuroSerif-Bold
    /EuroSerif-BoldItalic
    /EuroSerif-Italic
    /EuroSerif-Regular
    /EUSB10
    /EUSB5
    /EUSB7
    /EUSM10
    /EUSM5
    /EUSM7
    /Fences
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /FreestyleScript
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Giddyup
    /GreymantleMVB
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /ICMEX10
    /ICMMI8
    /ICMSY8
    /ICMTT8
    /ILASY8
    /ILCMSS8
    /ILCMSSB8
    /ILCMSSI8
    /Impact
    /jsMath-cmex10
    /Kartika
    /Khaki-Two
    /LASY10
    /LASY5
    /LASY6
    /LASY7
    /LASY8
    /LASY9
    /LASYB10
    /Latha
    /LCIRCLE10
    /LCIRCLEW10
    /LCMSS8
    /LCMSSB8
    /LCMSSI8
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LINE10
    /LINEW10
    /LOGO10
    /LOGO8
    /LOGO9
    /LOGOBF10
    /LOGOD10
    /LOGOSL10
    /LOGOSL8
    /LOGOSL9
    /LucidaBlackletter
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaBright-Oblique
    /LucidaBrightSmallcaps
    /LucidaBrightSmallcaps-Demi
    /LucidaCalligraphy-Italic
    /LucidaCasual
    /LucidaCasual-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaNewMath-AltDemiItalic
    /LucidaNewMath-AltItalic
    /LucidaNewMath-Arrows
    /LucidaNewMath-Arrows-Demi
    /LucidaNewMath-Demibold
    /LucidaNewMath-DemiItalic
    /LucidaNewMath-Extension
    /LucidaNewMath-Italic
    /LucidaNewMath-Roman
    /LucidaNewMath-Symbol
    /LucidaNewMath-Symbol-Demi
    /LucidaSans
    /LucidaSans-Bold
    /LucidaSans-BoldItalic
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /LucidaTypewriter
    /LucidaTypewriterBold
    /LucidaTypewriterBoldOblique
    /LucidaTypewriterOblique
    /Mangal-Regular
    /MicrosoftSansSerif
    /Mojo
    /MonotypeCorsiva
    /MSAM10
    /MSAM5
    /MSAM6
    /MSAM7
    /MSAM8
    /MSAM9
    /MSBM10
    /MSBM5
    /MSBM6
    /MSBM7
    /MSBM8
    /MSBM9
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MTEX
    /MTEXB
    /MTEXH
    /MTGU
    /MTGUB
    /MTLS
    /MTLSB
    /MTMI
    /MTMIB
    /MTMIH
    /MTMS
    /MTMSB
    /MTMUB
    /MTMUH
    /MTSY
    /MTSYB
    /MTSYH
    /MT-Symbol
    /MT-Symbol-Italic
    /MTSYN
    /MVBoli
    /Myriad-Tilt
    /Nyx
    /OCRA-Alternate
    /Ouch
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Pompeia-Inline
    /Postino-Italic
    /Raavi
    /Revue
    /RMTMI
    /RMTMIB
    /RMTMIH
    /RMTMUB
    /RMTMUH
    /RSFS10
    /RSFS5
    /RSFS7
    /Shruti
    /Shuriken-Boy
    /SpumoniLP
    /STMARY10
    /STMARY5
    /STMARY7
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Oblique
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /UniversityRoman
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /WASY10
    /WASY5
    /WASY7
    /WASYB10
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /WNCYB10
    /WNCYI10
    /WNCYR10
    /WNCYSC10
    /WNCYSS10
    /WoodtypeOrnaments-One
    /WoodtypeOrnaments-Two
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


