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Abstract—Although traffic sign recognition has been studied for many years, most existing works are focused on the symbol-based traffic signs. This paper proposes a new data-driven system to recognize all categories of traffic signs, which include both symbol-based and text-based signs, in video sequences captured by a camera mounted on a car. The system consists of three stages, traffic sign regions of interest (ROIs) extraction, ROIs refinement and classification, and post-processing. Traffic sign ROIs from each frame are first extracted using maximally stable extremal regions on gray and normalized RGB channels. Then, they are refined and assigned to their detailed classes via the proposed multi-task convolutional neural network, which is trained with a large amount of data, including synthetic traffic signs and images labeled from street views. The post-processing finally combines the results in all frames to make a recognition decision. Experimental results have demonstrated the effectiveness of the proposed system.
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I. INTRODUCTION

TRAFFIC sign recognition plays an important role in Driver Assistance Systems and Automated Driving. However, this task is not easy for a computer because of the large variations in visual appearance of traffic sign images due to partial occlusion, different viewpoints, illuminations and weather conditions, etc. To recognize traffic signs in an image, most popular methods include two steps: Detection and Classification. There are a lot of researchers working on this challenging task with the already popular or specially designed vision algorithms. However, it is not easy to compare these methods since there did not exist a public available data set until the release of the German Traffic Sign Recognition Benchmark(GTSRB) [1] and German Traffic Sign Detection Benchmark(GTSDB) [2] in 2011 and 2013 respectively. Since then, researchers can evaluate and compare their algorithms on the same benchmarks.

Nevertheless, there still exist some defects in the GTSDB and GTSRB: 1) they include only three categories of symbol-based traffic signs with regular shape and color which are relatively easy to detect and classify, while text-based traffic signs are more challenging; 2) the GTSDB only includes static images, but in real scenarios, continuous video captured by an in-vehicle camera is useful for detection and classification [3]; 3) the final task of traffic sign recognition is to know the existing signs in a scene, but the two benchmarks separate it into two independent tasks with different datasets.

To alleviate these problems, we propose a new system to recognize existing traffic signs from video input and evaluate its performance on a new challenging data set with the following features: 1) it contains both the symbol-based and text-based traffic signs, up to seven categories, which is contrasted to the previous three symbol-based categories; 2) instead of a static image, each sample in the data set is a short video of 5 ~ 20 low quality frames which is captured from an in-vehicle camera. Some examples in the data set are shown in Fig. 1. It can be seen that symbol-based traffic signs have the same appearance with discrepancies in viewpoint, illumination, blur, background and so on, while text-based signs may have very different appearances even within the same class.

Our traffic sign recognition system consists of three stages: traffic sign regions of interest (ROIs) extraction, ROIs refinement and classification, and post-processing. First, for each frame in the video, traffic sign ROIs are detected with Maximally Stable Extremal Regions (MSERs) [4] on multi-channel images. Then, to refine and classify the ROIs, a multi-task Convolutional Neural Network (CNN) is proposed. Specifically, the ROIs are first fed to a binary classification layer, and only the positive ones are further classified with a deep multi-class classification network. The network is trained end-to-end with a large number of data, which consists of training data, synthetic signs and images labeled from street view. Finally, recognition results from each frame are fused to get the final results of the video. Such a system pipeline is illustrated in Fig. 2.

The main contributions of this paper are as follows: 1) while many existing works are focused on symbol-based traffic signs, we process all categories, including both symbol-based and text-based ones; 2) a new multi-task CNN which treats the tasks of ROIs refinement and classification jointly is proposed.
3) to address the problem of relatively small amount of labeled traffic signs, two kinds of data acquisition methods, street view images and synthetic images, are combined to obtain large number of labeled samples with low cost; 4) our system achieves the best result in a newly released, challenging data set.

The remaining of this paper is organized as follows. Section II reviews the related works in traffic sign recognition. In Section III, we describe the methods of traffic sign ROIs extraction, refinement, classification, and post-processing. Then, in Section IV, we elaborate our data acquisition methods. In section V, experiments are conducted to evaluate the system. Finally, conclusions are drawn in Section VI.

II. RELATED WORKS

Generally, traffic sign recognition contains two parts: detection and classification. The purpose of detection is to find the locations and sizes of the existing traffic signs in an image, and the task of classification is to assign a class label to each detected traffic sign. Related works on these two parts are reviewed respectively in this section.

A. Traffic Sign Detection

The images obtained by the camera are often of poor quality due to the sophisticated environment conditions. Low-level image pre-processing can be used to enhance the traffic sign regions of the captured images, which makes it easier for subsequent tasks. The most common way is transforming images into a new color space where the signs are more distinct. Many color spaces have been used, such as HSI [5], improved HLS [6] and normalized color space [7], [8]. Another pre-processing method is using machine learning to learn the color space mapping from data. Reference [9] proposed a color probability model which can enhance the main color of the signs while suppressing the background regions. In [10] and [11], an SVM classifier was trained to map each pixel in color images to a gray value which has high response in sign regions.

In the early stage of object detection, it was popular to use threshold based methods [5], [12]. In [13], different threshold based segmentation methods were compared. This kind of methods are not robust in complex environment with unpredictable lighting conditions.

Recently, machine learning based object detection is becoming dominant in the research community. On the traffic sign detection, there are sliding window based methods and region of interest (ROI) based methods.

Sliding window based methods such as Integral Channel Features (ICF), Aggregate Channel Features (ACF) [14] were used in [15] and [16] to detect traffic signs. Other methods like Adaboost with the enhanced channel features [17], Adaboost...
with the Haar-like features [18], SVM with color HOG [19] were reported too. These approaches are time-consuming since they need to construct a multi-scale pyramid. What is worse, it is difficult to determine the sliding window size and its aspect ratio.

Another approach is to first extract regions of interest (ROIs) and then filter out non-object ROIs with a classifier. Compared to the sliding window based methods, it reduces the computational time and does not need to tune the parameters of sliding window. An important consideration of this method is the recall rate of target objects among the extracted ROIs. It is expected to have as high recall rate as possible while keeping the number of ROIs as low as possible. Given that traffic signs are designed with a large part of uniform region, MSERs have been proved to be very effective in extracting such ROIs [8], [9], [20], [21]. In [22] and [23], a coarse sliding window method was used to extract ROIs. Template matching was also used for ROIs extraction in [10] and [11]. Filtering out non-sign objects from ROIs can be treated as a classification task. SVM classifier with HOG features is the most popular framework due to its excellent performance [8], [9], [11], [21], [23], [24]. Some other methods like Convolutional Neural Network (CNN) [10], Extreme Learning Machine [22] were also used.

B. Traffic Sign Classification

Traditional methods for classification include feature extraction and classifier training. Some combinations reported in literature include a cascade of SVM classifiers with HOG features [8], K-d trees and Random Forests with Distance Transforms and HOG features [25], MLP (Multi-Layer Perceptron) with radial histogram features [26], ANN (Artificial Neural Network) with RIBP (Rotation Invariant Binary Pattern) based features [27], SVM with LIPID (local image permutation interval descriptor) [28], etc. In [29], dense SIFT features, HOG features and LBP features were first extracted, then they were encoded through locality-constraint linear coding (LLC) and the resulting codes were pooled by spatial pyramid pooling (SPM). The three different feature representations were concatenated as the final features of a traffic sign, and a linear SVM was used as the classifier. In general, it is very laborious and difficult to design a good feature.

Convolutional Neural Network (CNN) which can be trained without the need of hand-designed features is popular nowadays. In [30], Multi-column CNNs which train multiple CNNs with different weight initialization or data preprocessing, were proposed to classify traffic signs. It won the first place in GTSRB competition in 2011. In [31], two stage features in CNN, i.e. local and global features, were fused to recognize traffic signs. This method got the 2nd-best accuracy in the same competition. In [32], a modified version of cross entropy loss was used in training CNN, obtaining an even better result than [30]. Although CNN has shown its excellent performance in image classification, how to design a good network architecture and train a workable model are still challenging tasks.

To handle the geometry variations of traffic signs, data augmentation was used to enlarge the training data set [30]–[32].

III. TRAFFIC SIGN RECOGNITION

In this section, we describe our method for recognizing traffic signs from video. First, traffic sign ROIs from each frame of the video are extracted using MSER. Then, the ROIs are refined and recognized with a multi-task CNN. Finally, the outputs of all frames are fused to get the final recognition result in the post-processing stage.

A. Traffic Sign ROIs Extraction

Since the traffic signs in real traffic scene are of large differences in colors, shapes and sizes, it needs a lot of tricks to detect them with sliding window based method. Fortunately, there are large portion of uniform areas within traffic signs, which can be easily detected by MSER. For this reason, we use MSER to extract traffic sign ROIs from each frame of the video. Since the main colors of traffic sign are different in different type of signs, multi-channel images are used to extract MSERs to increase the recall rate of the extracted ROIs. Four channels used in this paper include gray and normalized RGB channels computed by

\[
\begin{align*}
\text{norm}_r &= R / (R + G + B) \\
\text{norm}_g &= G / (R + G + B) \\
\text{norm}_b &= B / (R + G + B)
\end{align*}
\] (1)

Fig. 3 shows an example of different channels for an image. When extracting MSERs, we use prior knowledge about the size and shape of traffic sign to eliminate a few number of non-applicable ROIs. Specifically, the size of a traffic sign ROI (represented by a bounding box) should lie within a range. The shape of a ROI can be represented by the length-width ratio of the bounding box, and this value should also have a...
restrictions. All the parameters can be easily determined from the statistics results on training data.

An example of the extracted ROIs are shown in Fig. 2. Besides the ROIs around the traffic sign, there are many ROIs in the regions such as buildings and trees, which appear frequently in a traffic scene.

### B. Multi-Task CNN for ROIs Refinement and Classification

After the traffic sign ROIs extraction, traffic signs and a large number of backgrounds are obtained. The tasks of this stage are to filter out backgrounds and determine the detailed classes of the remaining ROIs, namely ROIs refinement and classification, respectively. Traditionally, most related works tackled the two tasks separately. For ROIs refinement, the widely used method is using SVM classifier with HOG features. For the task of classification, CNN is the mainstream method, which has been proved to be an excellent model in computer vision. It can be trained end-to-end from the image data, and no manually designed features are needed any more. In this paper, we propose a new CNN architecture which unifies the two tasks. We call this architecture as multi-task CNN. There are two important issues in the CNN-based method, structure of the network and large amount of training data. In this subsection we will describe the structure of proposed CNN, and the method for acquiring enough training data will be introduced in the next section.

There are two decision layers in the proposed multi-task CNN. One is called binary classification layer for distinguishing backgrounds and traffic signs, and the other is called multi-class traffic sign classification layer. They correspond to the tasks of ROI refinement and classification respectively in the traditional methods. Here, the binary classification layer aims to fast eliminate most background ROIs and allows some hard backgrounds to pass, which will be removed by the multi-class classification layer based on deeper features. During the training and testing stages, all ROIs are first fed to the binary classification layer, and only the positive ROIs are fed to the next part of the network to obtain the detailed classes. In the training stage, loss from both decision layers are used to jointly optimize the network.

The basic structure of the multi-task CNN is shown in Fig. 4. The $\text{conv}(k, m)$ means a convolutional layer with kernel size $k \times k$, and output channel number $m$. Appropriate padding precedes all convolutional operations so as to keep the width and height of input channel, and the stride is 1 in all operations. The $\text{relu}$ denotes the rectified linear unit (ReLU) layer. The $\text{maxpooling}(k)$ means max pooling layer with kernel size $k \times k$ and stride $k$.

To design a good network, it is important to consider the depth of the network. In this paper, we define and compare four network structures with different depths and convolutional kernel sizes. They have the similar basic structure as shown in Fig. 4. Specifically, the input of network is color image with size of $48 \times 48$. The node number of two decision layers are 2 and 73, which represent background and traffic sign in the first case and the number of sign classes and an additional background class in the second case. ReLU layer is added after each full connected layer except the final decision layers. Dropout layer with a probability of 0.5 is added after the two full connected layers which connect from pooling layers. The detailed structures of the four models are listed in Table I. In the shallow models, all convolutional layers are with big filters, while the deep models split big filters into a few number of small filters with fixed size of $3 \times 3$ which is inspired by [37]. Each deep or shallow model includes 2 or 3 maxpooling layers, so there are four models in total.

### C. Post Processing

Each extracted traffic sign ROI is fed to the above multi-task CNN to get the classification result. This operation is applied to each frame of a test video. In nearby frames of the video, the recognition results may be slightly different due to their different appearance in different frames. For this reason, it is necessary and important to fuse results from all frames to get the final recognition result in a short video.

For the classified positives, we set a threshold $\text{thresh}_p$ to remove candidates with low confidence. For all the remaining candidate signs, the frequency of each class in all frames is calculated, and a traffic sign class whose frequency is larger than a frequency threshold $\text{thresh}_f$ is assigned as an existing sign class in the video. The two thresholds can be determined by grid search on validation dataset.
IV. DATA PREPARATION FOR TRAINING CNN

In our system, both the detection stage and classification stage rely on the CNN model. Due to the complexity of CNN structure, it is required to have as much labeled data as possible to train a reliable CNN model. For this purpose, we propose two different ways to acquire additional data for training. One is to use the street view images and the other is to use synthetic traffic signs.

It is worth noting that the two methods were separately used in some related works. In [18], Google Street View images were used to help the development of vision-based driver assistance systems. Generating synthetic data from standard traffic signs was used to detect and classify traffic signs in some works [8], [38]–[41]. In this paper, the aim is to recognize all categories of traffic signs, and it is more challenging than the previous works. Both types of data are used, and the contribution of each type of data is evaluated in our experiments.

A. Collect Training Data by Street View Images

Classically, to collect training data for a traffic sign recognition system, one needs a car with a car-mounted camera driving around the streets. This method is time consuming and expensive. Recently, many web map service providers offer street view for many countries. Street view images contain a large number of traffic signs in real traffic scenes, and they can be obtained with very low cost. As a result, we propose to use street view images as additional training data for our CNN models.

As described in the first section, text-based traffic signs have larger within-class variations. Therefore, we paid more attention to the text-based signs when exploring the street view map. After the street view images were acquired, we annotated these images with information such as locations, sizes and the classes of the existed signs. Some examples of street view images are shown in Fig. 5.

For the annotated street view images and training data, ROIs are extracted first. Then, the Intersection over Union (IoU) score is used to assign a label to each ROI, where gt, dt are ground truth and detected box respectively. For each ROI, its IoU scores to all traffic sign ground truths are calculated, and the maximal score and corresponding class are recorded. A ROI with IoU score larger than 0.5 is assigned as a sample of corresponding class, while a ROI with score less than 0.2 is labeled as a sample of background class. ROIs in the gray zone (with IoU scores between 0.2 and 0.5) are ignored. We set a gray zone to decrease the probability of a weak detected sign (a traffic sign with low IoU score) being classified as a background. By using this method, most ROIs are assigned to background class due to the fact that the signs only occupy a small part of image. To balance the sample numbers between background class and other traffic signs, we use different sampling and processing method for them. For traffic sign ROIs, each one is copied 25 times, while each background ROI is copied once. To further increase the number of traffic sign samples, the data augmentation method is used on ground-truth traffic signs. For each labeled traffic sign, random translation, rotation and scale transformation are applied.

B. Collect Training Data by Synthetic Traffic Sign Images

In the street view images, there are also a lot of symbol-based traffic signs. However, their distribution is not uniform. For example, speed limit signs are very common in real traffic scene, while the signs such as weight limit signs only exist in some special scenes. For the same reason, there are many subclass signs with different speed values in speed limit signs, and some signs with very low or high speed values are also not common in many scenes. To acquire more data with low cost and balance data quantity in each class at the same time, we also synthesize traffic sign images from standard sign templates. The pipeline of how to synthesize data is shown in Fig. 6.

First, we get all standard signs that need to be classified. The standard signs are manually processed to add a mask channel which is important to synthesize the sign images with background. To simulate the viewpoint change in the real scene, random planar affine transformation is applied to standard signs. A planar affine transformation has the matrix representation of equation (3) with six parameters [42]

\[
\begin{bmatrix}
    x' \\
    y' \\
    1
\end{bmatrix} = \begin{bmatrix}
    a_{11} & a_{12} & d_x \\
    a_{21} & a_{22} & d_y \\
    0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
    x \\
    y \\
    1
\end{bmatrix}
\]

(3)

or in the block form

\[
x' = Hx = \begin{bmatrix}
A \\
0^T \\
1
\end{bmatrix} x
\]

(4)

where A is a 2 × 2 non-singular matrix. However, the elements in A are the mixed results of geometry parameters such as rotation and scale, making it difficult to simulate. Fortunately, the affine matrix A can be decomposed as

\[
A = \lambda R(\theta)R(-\phi) \begin{bmatrix}
    t & 0 \\
    0 & 1
\end{bmatrix} R(\phi)
\]

(5)

where \( R(\cdot) \) denotes a rotation matrix. The geometry meaning of each parameter can be found in [42].
From (3) and (5), we can control the six independent parameters, \(dx, dy, \lambda, t, \theta, \phi\), to simulate geometry transformation.

The bounding boxes of detected traffic signs in real scenarios include both the sign and background, especially for those non-rectangle signs. To model this property, we add background to the transformed sign generated in the previous stage. The background images are collected from real traffic scenes without any signs. First, a patch of the same size as the sign is randomly cropped from the background image set. Then the sign image is added with the background image patch as following:

\[
I_{out} = \text{mask} \odot I_{sign} + (1 - \text{mask}) \odot I_{background} \quad (6)
\]

where \(I_{out}, I_{sign}, I_{background}\) are output image, input sign image and background image patch respectively, and \(\odot\) denotes element-wise multiplication. The \text{mask} is the mask channel matrix of the sign image, which has binary values.

Given the variations in the time and weather conditions, we also simulate the lighting variation. To simplify this procedure, we only fuse the images with different lighting images as follow:

\[
I_{out} = \text{weight} \times I_{sign} + (1 - \text{weight}) \times I_{light} \quad (7)
\]

where \(I_{light}\) denotes the lighting image, and \text{weight} balance two images. Similar to background image patch, the lighting image is also randomly cropped from lighting image set which contains images with varying luminance.

Finally, the synthetic images are blurred with Gaussian kernel of random size. Some synthetic images are shown in Fig 6. It can be seen that they have different appearances, which are crucial to train a network to recognize traffic signs with many variations.

V. Experiments

In this section, we will evaluate the proposed traffic sign recognition system on a new challenging dataset. First we give a brief description of the data set. Then the parameters of each module in this system are evaluated, along with some comparison experiments. Finally, we report the result we got and the results obtained by our competitors.

A. Data Set

GTSDB and GTSRB have become the de facto benchmarks for traffic sign detection and classification since they were released in 2011 and 2013 respectively. As mentioned in Section I, they only give access to the detection and classification of symbol-based signs on static images and evaluate these two steps separately. However, for a practical traffic sign recognition system, recognizing the existing signs in traffic scene is the final task, i.e., a system needs to combine these two tasks together. Moreover, the data we actually acquired are usually videos, not static images. Due to these reasons, GTSDB and GTSRB are not suitable for evaluating practical traffic sign recognition systems.

In 2015, a competition on traffic sign recognition was hosted in China by publishing a new challenging data set.\(^1\) The competition aims to solve the traffic sign recognition problem in low quality images acquired by an in-vehicle camera in real traffic scenes. The images are of poor quality due to the rain, snow, fog, motion blur, illumination variations, etc. The data set used in the competition consists of short videos, each of which contains 5 ∼ 20 frames. There is at least one sign in a video, and the sign exists in all frames in a video. The task is to recognize the existing traffic signs in the video, while the location of the signs are not needed. The evaluation score in this competition is calculated as follow:

\[
\text{score} = \frac{TP}{TP + FP + FN} \quad (8)
\]

where \(TP\) (True Positive), \(FP\) (False Positive), \(FN\) (False Negative) denote the number of traffic signs that are correctly recognized, incorrectly recognized and missed, respectively. This score can balance the precision and recall.

Some examples in the data set are shown in Fig. 1. There are 72 classes of signs in this data set as shown in Fig. 7. They can be categorized into 7 categories: warning, prohibitive, mandatory, guide, tourist, road construction safety and auxiliary sign. It is worth noting that some signs such as speed limited with different numbers inside are treated as a single class in this data set. Classification of a subset of the first three categories are studied in many previous works. However, the task of this competition is to classify all categories of traffic signs.

Along with this data set, the organizer launched a two-stage competition. In the first stage, the competing teams were
using the official evaluation website. The top performance teams (no more than 6) were passed to the second stage of the competition, where all teams test their systems with a newly never published test set (and the test images are not public available). The purpose of the second stage is to evaluate the generalization ability of different systems.

To sum up, this data set includes three parts, training data, test data in the first stage and second stage. There are 66, 84 and 150 videos in these three parts respectively. To test the performance of our system, we manually labeled ground truth in the second part of this data set and use it as validation set. We report results on different comparison experiments on this data. The result we obtained on the final stage competition is reported at last.

B. Training Data

Besides the provided training data, we use the street view images and synthetic signs additionally to train our CNN models.

There are totally 887 frames in the training videos. The number of street view images we captured is 2042. Data augmentation is used on both of them. The translation parameters are \[G[-w/8, w/8], G[-h/8, h/8]\], where \(G[a, b]\) denotes \(b-\frac{a}{2} + \frac{b-a}{2} N(0, 1)\), and \(w, h\) are the width and height of one sign. The rotation and scale transformation parameters are \(G[-\pi/20, \pi/20], U[0.9, 1.1]\) respectively, where \(U[a, b]\) denotes the uniform distribution. In the process of data augmentation, if the IoU score between the new generated sign and ground truth is less than 0.5, we will resample with another random parameters. For each traffic sign labeled in the data set, it is augmented to the number of 200.

The third part of the training data is the synthetic image data. As described in previous section, there are six parameters, \(dx, dy, \lambda, t, \theta, \phi\), to control the geometry transform. The standard signs are first resized to 48 \(\times\) 48, and the six parameters are randomly sampled from \(G[-6.6], G[-6.6], U[0.9, 1.1], U[0.9, 1.1]/\lambda, G[-\pi/20, \pi/20], U[-\pi/36, \pi/36]\) respectively. The \(\text{weight}\) used in (7) is randomly sampled from \(U[0.4, 1.0]\). The size of Gaussian kernel for blurring the synthetic image is randomly selected from the set\(\{3 \times 3, 5 \times 5, 7 \times 7, 9 \times 9\}\). For each standard traffic sign, we synthesize 5000 images.

Millions of training samples (including traffic signs and backgrounds) are obtained from these three types of data source. All images are resized to 48 \(\times\) 48 and randomly shuffled to train the CNN.

C. Performance of Traffic Sign ROIs Extraction

In this subsection, we investigate the performance of combining different color channels, including gray channel, RGB channel, and normalized RGB channel. For each combination, the recall rate, average number of ROIs are recorded. Recall rate is the ratio between the number of hit signs and all signs in all frames. IoU score is used to test whether a sign is hit by ROIs or not. A sign is considered as a hit sign if there is at least one ROI with IoU score not less than 0.5. The results of different combinations are shown in Table II.

Fig. 7. All categories of traffic signs. (a), (b), (c) can be assigned to symbol-based traffic signs, and (d), (e), (f), (g) are text-based.

required to use the released public data set to design their systems before deadline. Their systems are then tested on a public available test data (but the labels are not available)
From the table, we can see that normalized RGB channels are better than raw RGB channels. When combining more channels, higher recall rate will be obtained. However, it also needs more time and generates more ROIs. To balance the recall rate and the number of ROIs, the combination of gray and normalized RGB channels is finally used in this paper.

During the ROIs extraction, three parameters, the aspect ratio, maximum area and minimum area of the extracted region, are used to remove a few number of ROIs. These parameters are determined on the training data set. The detailed parameters are given in Table III.

D. Network Structure

As described in Section III-B, four different network structures are compared in this work. To test their performance, we train the four networks with same data and compare the results on the validation data set. Since the depth of networks mainly influence the performance of multi-class classification, for simplicity, here we only evaluate the performance of different network structures with the simplified CNN which contains only multi-class classification layer.

Caffe [43] and stochastic gradient descent (SGD) algorithm are used to train the networks. The mean of all pixels in train images is computed before the training. During the training, mean subtraction is used to process each pixel. Xavier [44] initialization method is used to initialize all weights in the network, and all biases are initialized to 0. The momentum and weight decay are 0.9 and 0.0005 respectively. The initial learning rate of deep and shallow networks are 0.005 and 0.001 respectively, and these values are decreased to 0.1 times for each 50000 iterations. The batch size is set to 256, and total number of training iterations is 200000 for all networks. It needs about 1 day to train a network on a Titan Black GPU.

The training accuracy is shown in Fig. 8a. From this figure, we can see that the deep models are better than the shallow ones. To verify the generalization ability of the networks, we test all ROIs extracted from the validation data set. The ROIs with IoU score larger than 0.5 are assigned to corresponding sign classes, while others are assigned to background classes. The validation accuracy is shown in Fig. 8b. It shows the similar result as on the training data set. The deep model with 3 maxpooling layers (deep-3) is selected as the final network architecture due to its superior performance. In the following subsections, all experiments are conducted on the deep-3 with same learning parameters used in this subsection.

E. Performance of Multi-Task CNN

In this subsection, we will show the result of the proposed method. For our multi-task CNN, the loss weight between the binary and multi-class classification layer is a super parameter. We tried parameters from [2/1, 1/1, 1/2, 1/5, 1/10, 1/20, 1/50], and found that 1/20 was the best under the evaluation criterion of recognition score.

The extracted ROIs can also be classified directly with a simple classification CNN. So the multi-task CNN is compared with a single-task CNN, which is the proposed multi-task CNN without binary classification part.

The proposed method is also compared with two others. One [9] is similar to ours, in which ROI based detection framework is used too. MSERs have been proved to be very effective in extracting ROIs for traffic signs, and are used in both methods. However, in the new dataset, there are more categories of traffic signs and dominate colors than the dataset used in [9], so more image channels are used to extract ROIs. Our method approaches the two tasks simultaneously in a multi-task CNN, while in [9], HOG+ SVM was used to refine the ROIs, and the target ROIs were assigned to their detailed classes with a CNN. Given that the CNN structure proposed in [9] may be not deep enough for these complicated traffic signs in the new data set, the remaining ROIs are also classified by the proposed single-task CNN.

The other method compared in this paper is a state of the art sliding window based method. In [16], Integral Channel Features (ICF) detection framework achieved near-perfect detection result on GTSDB. The ICF and ACF (Aggregate Channel Features, an enhanced version of ICF) [14] were also used in the detection of U.S. traffic signs and showed better result than previous works [15]. We choose to compare our method with ACF. The basic parameters are same as those in [16]. The depth of the weak learner is 2, and the classifier is trained in four stages with increasing number of weak learners(50, 100, 200 and 400). Since the traffic signs have different shapes and sizes in the new dataset, 7 ACF models with different sliding window sizes were trained for different categories of traffic signs in Fig. 7 (a:24 × 24; b:24 × 24; c1-c2,c4-c12,d6-d7:24×24; e3,d1-d5:24×40; f8-d12:e:24×24 and 24 × 36; f:16 × 48). During the multi-scale detection,

| Table II | COMBINATIONS OF DIFFERENT CHANNELS |
|-----------------|-----------------|-----------------|-----------------|
| Combination | Channels | Average ROIs | Recall Rate |
| Gray | 1 | 225.1 | 65.69% |
| RGB | 3 | 670.1 | 89.24% |
| Norm RGB | 3 | 504.9 | 96.18% |
| Gray, RGB | 4 | 895.2 | 89.45% |
| Gray, Norm RGB | 4 | 730.0 | 97.51% |
| RGB, Norm RGB | 6 | 1175.0 | 98.36% |
| Gray, RGB, Norm RGB | 7 | 1400.1 | 98.36% |

| Table III | PRIOR KNOWLEDGE ABOUT TRAFFIC SIGNS |
|-----------------|-----------------|-----------------|
| Min area | Max Area | Max length-width ratio |
| 150 | 50000 | 3.2 |

Fig. 8. Training and validation accuracy of four different CNNs.
Our proposed multi-task CNN and [9] both have ROI extraction and refinement parts. The ACF detects the traffic signs from full images directly. All the three methods obtain the target traffic signs with some false positives and false negatives. Table IV shows the average number of ROIs and recall rate of the three methods. Our method and [9] achieve higher recall rate than ACF [14]. The average number of ROIs of ACF method is less than two others. We can know from the table that the recall rate of ROI based method is higher than sliding window based method in this dataset including many different shapes and sizes of traffic signs.

After the ROI refinement or detection stage, the remaining ROIs are classified into their detailed classes. As mentioned before, the ROI+Multi-task CNN will be compared with ROI+single-task CNN method. Both methods classify the ROIs with CNN, however, the former one uses a multi-task CNN which refines and classifies the ROIs simultaneously, while the latter one classifies all ROIs directly with a CNN. In [9], the remaining ROIs were classified with a shallow CNN model. In this paper, these remaining ROIs from [9] are also classified by the proposed single-task CNN which is much deeper than the one in [9]. To compare the final result of ACF with others, the detected traffic signs are classified by our single-task CNN. The results from each frame are fused to get the final recognition result. The post-processing method are the same for all methods.

The rightmost column of Table V shows the final results of our multi-task and single-task CNN, and two other methods. Our proposed multi-task CNN obtains the best result. The single-task CNN obtains a little worse result. It indicates the effectiveness of the multi-task CNN, where the multi-class classification layer only focuses on the classification of the hard background ROIs and true traffic signs. However, the single-task CNN needs to distinguish a large number of background ROIs and true traffic signs, which makes it difficult to train a good classification model for traffic signs. The ACF + single-task CNN obtains worse result than ROI + single-task CNN, and it is mainly due to the relatively low recall rate of ACF model. The method in [9] does not work well in this dataset, and it is because the CNN proposed in [9] is not suitable for this hard dataset. When the shallow CNN is replaced by the single-task CNN, the result is much better, but still worse than the multi-task CNN. The multi-task CNN can handle the ROI refinement and classification in a uniform framework and be trained end-to-end without the need of hand-designed features, while [9] and [16] split the ROIs refinement or detection and classification in two stages with different methods. These results indicate the effectiveness of the multi-task CNN.

With the proposed method, in the second stage competition, we got the first place among all six teams with the recognition score of 86.75%. The scores of the second and third place teams are 83.47% and 82.35%, respectively. CNN model has become the de facto method for image recognition, and all top 3 teams used it. Additional data were also used in all teams. We owe the good performance of our system to the specially designed network structure and carefully prepared training data. We try to include their methods for the completeness of this paper, however, there are no public available papers/technical reports about their methods. So, here we only give a coarse qualitative comparison. We got their methods' information by the on-site presentation.

### F. Performance on GTSDB

In this subsection, we test our method on the GTSDB. This data set contains 600 images for training and 300 images for testing. The task is to detect three categories of traffic signs, Prohibitory, Mandatory and Danger signs. First, the MSERs are extracted as ROIs. The recall rates of three categories are 161/161, 49/49 and 62/63, respectively. To detect the three categories of traffic signs, the proposed multi-task CNN is used. The only difference is the node number of the multi-class classification layer, which is 4 here (i.e., 3 categories of traffic signs and an additional background class). The given training data is first augmented with geometry, lighting and blur changing, and then used to train the network. By using the trained model, we can detect the three categories of traffic signs with their corresponding probability. Table VI show the area under the precision-recall curve (AUC) of our method and some state-of-the-art methods on GTSDB.

Although our method is not the best, we only use one model for three categories of traffic signs, while three models were used for three categories in the top 2 methods. Among methods with only one model, our method has significant better results. In addition, our method obtains good result on all categories, but many others achieved relatively less good result on Mandatory signs.

### TABLE IV

<table>
<thead>
<tr>
<th>Method</th>
<th>Average ROIs</th>
<th>Recall Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without refinement</td>
<td>750.0</td>
<td>97.51%</td>
</tr>
<tr>
<td>Multi-task CNN</td>
<td>18.4</td>
<td>94.80%</td>
</tr>
<tr>
<td>SVM + HOG [9]</td>
<td>36.2</td>
<td>93.27%</td>
</tr>
<tr>
<td>ACF [16]</td>
<td>6.1</td>
<td>85.47%</td>
</tr>
</tbody>
</table>

### TABLE V

<table>
<thead>
<tr>
<th>Method</th>
<th>T</th>
<th>T+S</th>
<th>T+V</th>
<th>T+S+V</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROI+HOG+SVM+CNN [9]</td>
<td>53.90</td>
<td>61.15</td>
<td>71.00</td>
<td>74.42</td>
</tr>
<tr>
<td>ROI+HOG+SVM [9] + Single-task CNN</td>
<td>50.00</td>
<td>69.63</td>
<td>79.10</td>
<td>83.85</td>
</tr>
<tr>
<td>ACF [16] + Single-task CNN</td>
<td>43.79</td>
<td>62.28</td>
<td>77.10</td>
<td>84.73</td>
</tr>
<tr>
<td>ROI+Single-task CNN</td>
<td>51.72</td>
<td>71.85</td>
<td>80.60</td>
<td>86.72</td>
</tr>
<tr>
<td>ROI+Multi-task CNN</td>
<td>55.86</td>
<td>72.06</td>
<td>81.10</td>
<td>87.30</td>
</tr>
</tbody>
</table>

Note: The difference between the first and second row is the CNN model used to classify ROIs. The CNN model in the first row was proposed in [9], while the CNN model in the second row is proposed in this paper.

8 down-sampled octaves are used, and each octave includes 8 scales. Given that ACF is only a detection framework, the detected traffic signs are classified by the proposed single-task CNN.

Our multi-task CNN and [9] both have ROI extraction and refinement parts. The ACF detects the traffic signs from full images directly. All the three methods obtain the target traffic signs with some false positives and false negatives. Table IV shows the average number of ROIs and recall rate of the three methods. Our method and [9] achieve higher recall rate than ACF [14]. The average number of ROIs of ACF method is less than two others. We can know from the table that the recall rate of ROI based method is higher than sliding window based method in this dataset including many different shapes and sizes of traffic signs.

After the ROI refinement or detection stage, the remaining ROIs are classified into their detailed classes. As mentioned before, the ROI+Multi-task CNN will be compared with ROI+single-task CNN method. Both methods classify the ROIs with CNN, however, the former one uses a multi-task CNN which refines and classifies the ROIs simultaneously, while the latter one classifies all ROIs directly with a CNN. In [9], the remaining ROIs were classified with a shallow CNN model. In this paper, these remaining ROIs from [9] are also classified by the proposed single-task CNN which is much deeper than the one in [9]. To compare the final result of ACF with others, the detected traffic signs are classified by our single-task CNN. The results from each frame are fused to get the final recognition result. The post-processing method are the same for all methods.

The rightmost column of Table V shows the final results of our multi-task and single-task CNN, and two other methods. Our proposed multi-task CNN obtains the best result. The single-task CNN obtains a little worse result. It indicates
together, it is possible that the traffic signs may exist in only
short video by taking the current frame and its previous frames
signs. In the actual usage, although we can acquire a similar
frames in a short video contain the same categories of traffic
Section III-C is based on the property of the data set, i.e., all
the latter part of a video are more distinct than others.
One thing we observe is that the score obtained from the frame in
frames are used, which is somehow obvious. One interesting
the results when only one frame is used. Table VII shows the
combination of the two types of data gets the best result
Street view images are more useful than synthetic signs, and
images can increase the recognition score of all methods.
In conclusion, both the synthetic signs and street view
images can increase the recognition score of all methods.
Street view images are more useful than synthetic signs, and
the combination of the two types of data gets the best result
on all methods.

G. Effect of Data
To evaluate the contribution of the additional data used in
this paper, we conduct experiments without or with only one
part of the additional data and compare the recognition results.
Four different combinations of data are compared, including
given training data, given training + synthetic data, given
training + street view data and given training + synthetic +
street view data. The recognition results of different methods
with different combinations of data are shown in Table V. The
ACF method does not work well when only the given training
data is used since the data is not enough for the 7 different
models. The method [9] works well when only training data
is available, but the result does not increase as significantly as
other methods when more data is available. On the contrary,
when the single-task CNN is used in [9] with only the given
training data, it does not work well, but it will be much better
than the shallow CNN in [9] when more data is used. The
main reason is that structure of shallow CNN in [9] is not
depth enough to learn from more data.

In conclusion, both the synthetic signs and street view
images can increase the recognition score of all methods.
Street view images are more useful than synthetic signs, and
the combination of the two types of data gets the best result
on all methods.

H. Effect of Video Sequence
Recognition results of all video frames are fused to get
the final output in our proposed method. In this subsection,
we evaluate the effect of fusion. For this purpose, we first show
the results when only one frame is used. Table VII shows the
recognition scores using single frame in different positions of
a short video. For comparison, we also show the score when
fusing the recognition results from all frames in the rightmost
column. We can see that the best score is obtained when all
frames are used, which is somehow obvious. One interesting
thing we observe is that the score obtained from the frame in
the latter part of a video is generally better than the former
one. This can be attributed to the fact that the traffic signs in
the latter part of a video are more distinct than others.

We have to point out that such a fusion method described in
Section III-C is based on the property of the data set, i.e., all
frames in a short video contain the same categories of traffic
signs. In the actual usage, although we can acquire a similar
short video by taking the current frame and its previous frames
together, it is possible that the traffic signs may exist in only
a small part of frames in this video. As a result, it is better to
modify such a fusion method and pay more attention to the
result from the current frame (i.e., the last frame in the short
video) because it leads to the best single frame performance
as shown in Table VII.

I. Implementation Detail
The final traffic sign recognition system is written in C++
with OpenCV and Caffe library. OpenCV is used to implement
video reading, MSER ROIs extraction and some other basic
image processing operations. The trained CNN model is
integrated into the system with the support of the C++
interface of Caffe. The running time of the system and each module is
showed in Table VIII. The input is a short video with 5 ~ 20
frames. The image size of a frame image is 1280 × 1024,
however, all traffic signs are in the top half of the image (see
Fig. 1), and therefore the running time of the system on frames
with half size is also reported. We run our recognition system
on a PC with a 4-core 4.0 GHz CPU and a TITAN Black GPU.
The average running time of each module on a frame is shown
in Table VIII. We can know that most of the time is spent in
CNN recognition and ROIs extraction. The cost time of ROIs
extraction is influenced by the image size, and more time is
needed for larger image. The CNN recognition time is related
to the number of ROIs, which is similar for images of full size
and half size since the ROIs are almost in areas around the
target. Each frame is processed by the system, and results of
all frames are fused to get the final result. The average time for
a short video with frame size of 1280 × 512 and 1280 × 1024
are 5.24s and 6.44s, respectively. The CPU and GPU memory
cost of the recognition system are about 750M and 3700M,
respectively.

VI. Conclusions
In this paper, we propose a new data-driven system to recog-
nize all categories of traffic signs in low quality short videos
captured by a car-mounted camera. The traffic sign ROIs are
first extracted using MESRs on multi-channel images. A new
multi-task CNN structure is proposed to refine and classify
the ROIs in a uniform framework. To train a reliable network,
street view data and synthetic images are used to generate larger number of data with low cost. The recognition outputs of all frames are fused to get final result for a video. Our system gets the state-of-the-art result on a challenging new data set. Since the data plays a vital role in machine learning based method for automatic traffic sign recognition, we plan to use a bootstrap method to automatically label more data with the API of the street view map in the future. In addition, how to detect and recognize traffic signs together with an end-to-end framework will be studied in the future work. Finally, increasing the speed of our system and post-processing with geometry information are also considered part of future work.
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