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ABSTRACT
Bots are regarded as the most common kind of malwares in the
era of Web 2.0. In recent years, Internet has been populated by
hundreds of millions of bots, especially on social media. Thus, the
demand on effective and efficient bot detection algorithms is more
urgent than ever. Existing works have partly satisfied this require-
ment by way of laborious feature engineering. In this paper, we
propose a deep bot detection model aiming to learn an effective
representation of social user and then detect social bots by jointly
modeling social behavior and content information. The proposed
model learns the representation of social behavior by encoding
both endogenous and exogenous factors which affect user behavior.
As to the representation of content, we regard the user content as
temporal text data instead of just plain text as be treated in other
existing works to extract semantic information and latent temporal
patterns. To the best of our knowledge, this is the first trial that
applies deep learning in modeling social users and accomplishing
social bot detection. Experiments on real world dataset collected
from Twitter demonstrate the effectiveness of the proposed model.
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1 INTRODUCTION
As the mainstream platform for netizens to share and express in-
formation, social media play an increasingly significant role as
information source. With more and more netizens turning to social
media, malwares like social bots attempt to sway public opinion
or individual via leveraging the influence of social network. Social
bot is a bot in social media, which is any automated account that
automatically produces content and interacts with humans, trying
to mimic and alter their behavior [5]. While some bots are benign,
there are still many harmful bots designed with the goals of spread-
ing spam, persuading, or deceiving. Social bots have been known
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to inhabit social media platforms for a few years [1]. According to
a recent Twitter SEC filing, approximately 8.5% of all Twitter users
are bots1. Therefore, social bots bring negative effects to the user
security and social environment.

“Bot or Not ?” is a challenging task since bots have risen to
prominence on social media. Bot detection is an area of active
research in recent years. The goal of bot detection is to discover or
recognize bots among a number of social accounts. Distinguishing
human and bots can help users get effective information, focus
on valuable social accounts, avoid network traps, and ensure their
own security. Therefore, bot detection is a highly demanded and
valuable research problem.

Early methods for bot detection relied on ad hoc strategies, the
famous one was the honeypot trap [9]. Linguistic clues and net-
work structure were intuitive features which often used by machine
learning algorithms to distinguish bot from human accounts. Con-
tent features were extracted using natural language processing
(NLP) algorithms, such as word frequency and part-of-speech (PoS)
[3, 7, 10]. Network structure features of social media platform in-
clude clustering coefficient [2], centrality measures, distribution of
followers and followees, community detection [14] and so on. To
achieve better performances, recent works had paid more attention
to incorporate more relevant information which can be extracted
from social platform, such as topics [11], sentiment [4], behavior
traits [6, 8]. However, complex features were manually designed in
most of the existing methods, this feature engineering was labor
intensive and depended on external tools and resources. This paper
strives to shed some light on this problem.

In this paper, we propose a novel deep bot detection model
(DBDM) which focus on learning social user representation auto-
matically and identifying bots depend on user representation. To
model social behavior, DBDM takes endogenous and exogenous
factors which affect user behavior into accounts. Beyond traditional
linguistic features, DBDM regards user history tweets as temporal
text data instead of plain text and explores semantic information
and latent temporal patterns using a CNN-LSTM network. This
paper is a first step towards utilizing deep learning in modeling
social media user (call “social user” for short) and performing bot
detection, which avoid cumbersome feature engineering.

The rest of this paper is organized as follows. Section 2 presents
the bot detection model, experiments and findings are presented in
Section 3, and Section 4 is the conclusion.

1http://time.com/3103867/twitter-bots/
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2 DEEP BOT DETECTION MODEL
In this section, we propose the novel Deep Bot Detection Model
(DBDM) aims to capture the latent features of social behavior and
content information about user, then it is employed to learn user
representations which used to detect bots. The DBDM mainly con-
sists of three layers: input, representation, and fusing, as shown
in Figure 1. The input layer receives tweets and timestamps, and
converts each tweet to a tweet matrix using word embedding. The
representation layer includes two components, namely the social
behavior component and the temporal content component. The
details of the two components are described in the following subsec-
tion. Then a fusing layer jointly generates the representation of user
through incorporation of the information from both behavior and
content. These three components can be jointly trained together.
On top of the fusing layer, we add a fully connected hidden layer
and a softmax layer to obtain the classification label (bot or human).

2.1 Social Behavior Representation
In this paper, we take two behavior types into account, posting
and retweeting. We analyze user behavior in social platform from
endogenous factors and exogenous factors. Endogenous factors
play a major role in individuals’ activities in daily life. The famous
factor is the circadian rhythm. A circadian rhythm is an individual
difference in personality [13], it is believed to be the cause of why
some individuals prefer to work and exercise in the morning hours
while others prefer evening hours. Exogenous factors are mainly
cultural or environment influences. On weekends and holidays,
people may spend more time on social media, thus the probability
of posting new tweets will be higher. Moreover, some hot social
or emergent events also have a profound impact on social users’
posting behaviors.

To extract endogenous factors in both posting and retweeting, we
design the input of our model as vectors that each vector contains
behavior information from one day. We can explore the latent
endogenous factors like circadian rhythm through feeding these
input vectors into deep neural network.

We regard one day, say d , as a sequence of T timestamps T =
[t1, t2, · · · , tT ], each interval between two consecutive timestamps
is one minute, thus T = 60 × 24 = 1440. The posting behavior of
user u in day d is serialized based on the timestamps. We calculate
the number of tweets posted by useru at each timestamp t and treat
it as the weight at this timestamp. Therefore, we can then map the
posting behavior of user u in day d as a feature vector pud ∈ R1×T .
In a period of D days, posting behavior of user u can thus be coined
into a feature vector sequence Pu :

Pu = [pu1,pu2, · · · ,puD ]. (1)

We deal with the retweeting behavior in a similar way and rep-
resent retweeting behavior of user u in day d by a feature vector
rud ∈ R

1×T . Then, we can build a vector sequence for retweeting
behavior indicate as Ru :

Ru = [ru1, ru2, · · · , ruD ]. (2)

To capture exogenous factors, we first need to store behavior
information during a period of time and then explore behavior
information in different days. Therefore, we employ LSTM to store
historical information in our model. The memory cells of LSTM

allow our model possess the ability of exploring the latent behavior
patterns over several days for social users. We feed posting vector
sequence Pu and retweeting vector sequence Ru into a 2-layer
LSTM. We regard the output of the hidden state at the last time step
of LSTM as the posting behavior representation Pru and retweeting
behavior representation Rru .

2.2 Temporal Content Representation
In this component, we regard users’ history tweets as temporal text
data instead of as plain text in other existing works. We build a
CNN-LSTM network that learns the user content representation
UCu which not only captures semantic information but also learns
temporal patterns.

The content used to describe user, say u, can be treated as a
sequence of tweets Cu =

[
Su1, Su2, · · · , Su |Cu |

]
, where |Cu | is the

number of tweets posted by user u. In the content component, a
CNN is employed to extract high-level representation of each tweet
which is regarded as the input for the LSTM layer. We convert
Suj into a matrix S ∈ Re×w , where e is the dimension of word
embedding and w is the length of tweet. And we feed the matrix
S into a convolutional layer. The convolutional layer is composed
of s filters {Fℓ ∈ Re×m |ℓ = 1, 2, 3, · · · , s}, wherem is the width of
each filter. The convolution operation maps the input matrix S to a
vector cℓ ∈ Rw+m−1 by applying a specific convolutional filter Fℓ ,
the k-th element cℓk of cl is calculated as:

cℓk = (S ∗ Fℓ )k =
∑
mw

(
S[:,k−m+1:k] ⊙ Fℓ

)
mw
, (3)

where ∗ denotes convolution and S[:,k−m+1:k] is a matrix slice of
dimensionm along the column-wise. We choose ReLU as the non-
linear function. The output of the convolutional layer is then passed
to amax pooling layer. The final pooled representation is transposed
as a row vector twtuj ∈ R1×s , j = 1, 2, 3, · · · , |Cu |.

With those |Cu | number of tweet representation, we then con-
catenate them as a single sequence SCu , i.e.,

SCu = [twtu1, twtu2, · · · , twtu |Cu |]. (4)

We feed the sequence SCu as the input sequence into the LSTM
network, and obtain the user content representation UCu . LSTM
possesses memory cells to store information of history tweets and
provides the ability to extract temporal patterns of user u hidden
in the time-series data.

2.3 Fusing Layer
Based on the above analysis, the user representation is highly re-
lated to three key factors: posting behavior, retweeting behavior
and content information. Therefore, the fusing layer jointly models
the information from the above components and the user represen-
tation can be calculated as follows:

Uu = B + (Pru + V · Rru ) +W · UCu , (5)

where “+” denotes element-wise addition. W denotes the weight
for content feature. Pru +V ·Rru denotes the behavior information,
and parameter V is designed to balance the influence of posting
and retweeting. B is the bias for overall function.W, V and B are
the weight matrices that need to be learned.
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Figure 1: The overview of Deep Bot Detection Model

Letting Uu denotes the representation of user u, we formulate
our bot detection model as follow:

P (y = l |θ ) ∝ Ol · д(Uu ) + bl , (6)
д(x) = ReLU (H · x + h),

where д(·) denote the activations of a hidden layer, and θ is the
set of parameters to be estimated during training. H and h are the
weights and bias of the hidden layer. O and b are the weights and
bias of the output layer.

3 EXPERIMENT
3.1 Dataset
To evaluate the performance of proposed DBDM, we use the hon-
eypot dataset published in [12]. This dataset is a public dataset
for bot detection which collected from Twitter, it provides a large
number of accounts and indicates the label (bot or human) of each
account. We further collected the 1000 most recent tweets’ informa-
tion through Twitter API for each account recorded in the dataset.
The information we crawled including content, behavior category
(posting or retweeting) and timestamp. Accounts with less than
200 tweets were discarded, resulting in 2742 bots and 2916 human
accounts. The details of dataset are summarized in Table 1.

Table 1: Summary of datasets

#Accounts #Tweets

Bot 2742 2,487,000

Human 2916 2,635,000

3.2 Training Details
As the convolutional layer in our model requires fixed-length in-
put, all tweets are padded into the maximum length which we
defined. The word embeddings are initiated with publicly available
word2vec tool and the dimension of word embedding is set as 200.

Table 2: Performance of different features

Methods Precision Recall F1

Only Behavior 76.51 84.64 80.37

Only Content 88.37 82.60 85.39

RSC 79.52 77.79 78.65

The word embeddings are fine-tuned along with other model pa-
rameters during the training phase. The entire model is trained to
minimize the cross-entropy error through Adadelta [15] which is
an adaptive learning rate method. The number of mini-batches is
set as 64 for optimization reason. The gradients are computed by
back propagation algorithm and the parameters of the proposed
model are trained through stochastic gradient descent algorithm.

3.3 Baselines
To assess the performance of our proposed model, we compared
our model against the following four baselines:
• RSC[6]2 is a generative model aims to capture temporal activ-
ities of users in social media. It has the ability of matching four
discovered patterns in the distribution of postings inter-arrival
times.
• Boosting[10] method includes four type features: user demo-
graphics, friendship networks, content, and history by boosting of
random forest classifier.
• BoostOR[12] introduces a set of heuristics including fraction of
retweets, average tweet length, fraction of URLs, and average time
between tweets. Then a BoostOR algorithm is employed for bot
detection based on these heuristics.
• Stweeler[7]3 utilizes user data and tweet content, including user-
name, user ID, keyword, hashtag, topic, and etc. It develops a bot
analysis framework consisted of bot analyser and content analyser.

2http://github.com/alceufc/rsc_model
3https://github.com/zafargilani/stcs



3.4 Evaluation Measures
To measure the performance of the proposed method and baselines,
we adopted the standard metrics precision, recall, and F1 score.
We conducted evaluation through 10-fold cross-validation. For each
split part, we trained our model with 80% data, tune model with
10% data, and the remaining 10% data is used for testing. These data
splits are kept fixed in all the experiments.

3.5 Results and Discussions
We first conducted a series of test using only behavior component
or content component, and observed the effect of behavior informa-
tion and content information respectively. We deleted the fusing
layer and added the hidden layer and the classifier on top of the
representation layer directly. We selected hyper-parameters of deep
neural network in DBDM by cross validation. Finally, the memory
dimension of all LSTM networks was set as 256. For the CNN in
the content components, the number of filters and the filter width
were set as 256 and 3. The number of hidden units in the hidden
layer was set as 256. The experimental results are shown in Table 2.

We can observe that only using content information perform
better than behavior information. This result means that traditional
content feature may contain more effective information for bot
detection. Meanwhile, a reason cannot be ignored is that many bots
become sophisticated and mimicked human behavior patterns in
recent years.

For behavior modeling, we also tested RSC model in our dataset.
RSC model only uses behavior information to detect bots. Com-
pared to RSCmodel, “Only Behavior” achieves a better performance.
This empirical result indicates that the proposed social behavior
modeling method is an effective way to model user behavior in
social media.

According to above experiments, we further conducted experi-
ments to compare the performance of DBDM with all baselines and
the experimental results are shown in Table 3.

Table 3: Performance comparison

Methods Precision Recall F1

Stweeler 83.38 88.23 85.74

Boosting 85.23 84.32 84.77

BoostOR 83.16 89.25 86.10

DBDM 87.58 89.04 88.30

It can be seen from the results in Table 2 and Table 3 that DBDM
works better than only using behavior or content information. This
further implies jointly modeling behavior and content information
could provide a positive effect on bot detection. Comparing with
all baseline algorithms, our DBDM achieves the highest F1 score of
88.30%. This demonstrates that the proposed DBDM is an effective
method in bot detection.

4 CONCLUSIONS
In this paper, we proposed a novel bot detection model (DBDM)
by jointly modeling the social behaviors and content information.

DBDM avoids the cumbersome feature engineering and learns the
joint representations automatically. Inspired by endogenous and
exogenous factors in user behavior, we develop a deep model to
learn social behavior representation in DBDM. Different from con-
sidering history tweets just as plain text like previous works done,
DBDM regards the user content as temporal text data and cap-
tures semantic information and latent temporal patters. To our best
knowledge, this work is the first trial which applies deep neural
network in modeling social users and detecting social bots. The
proposed model is a general model to represent Internet users. In
the future, we plan to employ this model into other study, such as
alias matching, author identification.
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