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Abstract

Deep learning methods have been actively researched for cross-modal retrieval, with the
softmax cross-entropy loss commonly applied for supervised learning. However, the softmax
cross-entropy loss is known to result in large intra-class variances, which is not not very
suited for cross-modal matching. In this paper, a deep architecture called Deep Semantic
Embedding (DSE) is proposed, which is trained in an end-to-end manner for image-text
cross-modal retrieval. With images and texts mapped to a feature embedding space, class
labels are used to guide the embedding learning, so that the embedding space has a semantic
meaning common for both images and texts. This way, the difference between different
modalities is eliminated. Under this framework, the center loss is introduced beyond the
commonly used softmax cross-entropy loss to achieve both inter-class separation and intra-
class compactness. Besides, a distance based softmax cross-entropy loss is proposed to
jointly consider the softmax cross-entropy and center losses in fully gradient based learning.
Experiments have been done on three popular image-text cross-modal retrieval databases,
showing that the proposed algorithms have achieved the best overall performances.
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1. Introduction

With the fast development of the Internet techniques, the amount of multimedia data on the
Internet has been rapidly increased. As well as the data modalities, such as images, audios,
documents, etc. As a result, cross-modal learning has become one of the most difficult
challenge in large-scale Internet data mining and discovering. Meanwhile, the cross-modal
retrieval problem is raised to match cross-modal features directly Rasiwasia et al. (2010),
which is the key technique to realize the modality transparent on the Internet. In recent
years, the problem gains many researchers’ attentions and has been widely studied in many
applications, especially in multimedia Pan et al. (2014); Sharma et al. (2012).

To deal with this problem, many algorithms have been proposed to learn a common
feature space for different modality samples, such as the classical Canonical Correlation
Analysis (CCA) Hardoon et al. (2004); Gong et al. (2014); Hwang and Grauman (2010)
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and Partial Least Squares regression (PLS) algorithms Rosipal and Krämer (2006). Both
algorithms aim at learning a latent space where the correlations between projected vectors
of two modalities could be maximized. However, these algorithms work not well in relieving
the heterogeneity and diversity in different modalities, such as the “semantic gap” between
images and texts Wang et al. (2012). In order to best eliminate the heterogeneity in differ-
ent modalities, Rasiwasia et al. (2010) proposed a Semantic Correlation Matching (SCM)
algorithm based on the CCA algorithm. They pointed out that semantic level matching
combined with correlation learning methods (such as CCA and PLS) can bring much more
benefit in working out the problem, rather than the correlation matching only. It is consis-
tent with the work of Sharma et al. (2012) which shows that the class label information is
very helpful to reduce the semantic gap, and so a generalized multiview analysis algorithm is
proposed. Inspired by these studies, other methods have been further proposed to improve
the class label guided learning, such as Kang et al. (2015), Zhuang et al. (2013), Wang et al.
(2013), etc.

In recent years, deep learning methods have also been proposed to address the cross-
modal retrieval problem, including deep boltzmann machines Ngiam et al. (2011); Srivastava
and Salakhutdinov (2012), cross-modal auto-encoders Feng et al. (2014), deep CCA Andrew
et al. (2013), deep convolutional neural networks (CNN) Wang et al. (2016), and deep metric
learning Liong et al. (2017); He et al. (2016). The former three kinds of methods do not
use the class label information. For deep metric learning methods, pairwise multi-modal
samples are required, from which it is not easy to learn a model that generalizes well when
training data is limited. For the deep CNN method Wang et al. (2016), the softmax cross-
entropy loss is applied for classification. However, recent research Wen et al. (2016) in
face recognition shows that though the softmax cross-entropy loss can separate inter-class
embeddings efficiently, it does not explicitly reduce the intra-class variance. Therefore, it
is not very suited for verification or matching problems, especially cross-modal matching.

Working with class labels commonly shared between images and texts, in this paper,
a deep architecture called Deep Semantic Embedding (DSE) is proposed, which is trained
in an end-to-end manner for image-text cross-modal retrieval. With a stack of CNNs, FCs
and nonlinear activations, both images and texts are mapped to a feature embedding space.
In addition, class labels are used to guide the embedding learning, so that the embedding
space has a semantic meaning common for both images and texts. This way, the difference
between different modalities is eliminated. Under this framework, the center loss Wen et al.
(2016) is introduced beyond the commonly used softmax cross-entropy loss to achieve both
inter-class separation and intra-class compactness. Besides, a distance based softmax cross-
entropy loss is proposed to jointly consider the softmax cross-entropy and center losses in
fully gradient based learning. Experiments have been done on three popular image-text
cross-modal retrieval databases, showing that the proposed algorithms have achieved the
best overall performances.

The rest of this paper is organized as follows. Section 2 gives a comprehensive overview
of the related works. Section 3 introduces the proposed DSE framework and loss functions.
The experiments and analyses are shown in Section 4. Finally, the paper is summarized in
Section 5.
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2. Related Work

The cross-modal matching and retrieval problem has been actively researched Bronstein
et al. (2010); Pan et al. (2014); Jia et al. (2011); Zhuang and Hoi (2011); Zhuang et al.
(2013); Sharma et al. (2012); Zhu et al. (2014); Gong et al. (2014). Among these related
works, the CCA Hardoon et al. (2004) and PLS algorithms Rosipal and Krämer (2006);
Sharma et al. (2012) are classical algorithms dealing with the cross-modal retrieval prob-
lem. In fact, the CCA and PLS both aim at learning a latent low dimensional space by
maximizing the correlating relationships between two modality features, though they use
different techniques to extract latent vectors Rosipal and Krämer (2006). So far, many ex-
tensions derived from CCA and PLS have been proposed for cross-modal retrieval Hardoon
et al. (2004); Hwang and Grauman (2010); Rasiwasia et al. (2010); Socher and Li (2010); Li
et al. (2011). Specifically, Hardoon et al. (2004) applied the kernel CCA (KCCA) to learn
a latent space. Hwang and Grauman (2010) also proposed a KCCA based algorithm to
discover the relationship between the tag cues and the image content. As for PLS, Sharma
and Jacobs (2011) adopted the PLS algorithm for face images matching between photos and
sketches. It was also applied to the cross-media retrieval problem by Sharma et al. (2012).

However, the classical CCA and PLS algorithms are unsupervised algorithms. Rasiwasia
et al. (2010) showed that the Semantic Matching (SM) derived from class label information
helps reducing the semantic gap between images and texts. Accordingly, they proposed a
well-known cross-media retrieval algorithm called SCM, which used CCA for the first step
to learn a maximally correlated subspace, and class labels were further utilized for semantic
matching in the second step. Inspired by this, Sharma et al. (2012) proposed a generalized
multiview analysis algorithm (GMA) utilizing the valuable class label information. In order
to utilize the weakly paired samples, Lampert and Krömer (2010) proposed a Weakly-
Paired Maximum Covariance Analysis (WMCA) algorithm for multi-modal dimensionality
reduction. Wang et al. (2013) proposed a half-quadratic optimization based algorithm to
learn a coupled feature space for two modalities. Inspired by metric learning, Kang et al.
(2015) proposed a bilinear model to learn a similarity function with two different modality
features, where deep CNN features are used for image representation.

In recent years, deep learning methods have been actively researched for cross-modal
retrieval. Ngiam et al. (2011) proposed a deep belief network with the restricted boltzmann
machine for shared feature learning of different modalities. In the work of Srivastava and
Salakhutdinov (2012), the deep boltzmann machine was also applied to learn a joint feature
space of images and texts in an end-to-end way. Besides, Feng et al. (2014) proposed the
correspondence auto-encoder for cross-modal learning. A Deep CCA algorithm is proposed
by Andrew et al. (2013) for cross-modal retrieval. However, the above deep learning meth-
ods are all unsupervised, which do not use the class label information. Considering this,
Wang et al. (2016) proposed a supervised approach using deep CNN and skip-gram model
for image-text retrieval, where the softmax cross-entropy loss was applied for supervised
learning. However, recent research of Wen et al. (2016) shows that though the softmax
cross-entropy loss can separate inter-class embeddings efficiently, it does not explicitly re-
duce the intra-class variance. Therefore, it is not very suited for verification or matching
problems, especially cross-modal matching. He et al. (2016) proposed a deep and bidirec-
tional representation learning model where the CNN was used for image and text modeling

3



Kang Liao Li Cao Xiong

child 
sea 
… 
boat 

…… 

Shortcut Shortcut Shortcut 

Semantic Embedding Space 

FC text feature 

Conv Conv Conv 

Feature Embedding 

Batch Norm  

average 
pooling 

class 
centers 

pull 

pull 

push 

Feature Embedding 

LReLU 

Figure 1: The overall architecture of the proposed DSE method.

with paired samples. Another kind of work is deep metric learning. Liong et al. (2017)
proposed to learn a deep non-linear mapping function for metric learning, and used pre-
computed features. For the two methods, pairwise multi-modal samples are required, from
which it is not easy to learn a model that generalizes well when training data is limited. In
this paper, class labels are also used to guide the cross-modal semantic embedding learning,
but are not limited to pairwise samples for the training efficiency. Besides, beyond the
softmax cross-entropy loss, the center loss and distance based softmax cross-entropy loss
are integrated to improve the semantic embedding learning.

3. Deep Semantic Embedding

For cross-modal matching such as between images and texts, there is a common problem
known as the semantic gap, which refers to the difference between the low-level vision and
the high-level semantic description. Utilizing the class label information has been found as
a good way to reduce the semantic gap. Therefore, working along this direction, in this
paper a deep architecture called Deep Semantic Embedding (DSE) is proposed, which is
trained in an end-to-end manner for cross-modal retrieval.

3.1. Overall Architecture

The overall architecture of the proposed method is shown in Fig. 1. For images, a convo-
lutional neural network is used for feature extraction. Specifically, the ResNet-50network
is equipped for image representation learning He et al. (2015) . The ResNet-50 network
contains 49 CNN layers with short-cut connections, with the final full connection (FC) lay-
er dropped. Strided CNN is used instead of max-pooling. Finally, a vector with d = 2048
dimensions is obtained as the feature embedding. For texts, since text classes are relatively
easy to classify, to avoid overfitting, only one FC layer is used to map the text to also a
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2048-dimensional feature vector. A batch normalization layer is applied thereafter, and the
leaky rectified linear unit (LReLU) is further used as the non-linear activation function.

As a result, both images and texts are mapped to a 2048-dimensional feature embedding,
which is treated as a common space to eliminate the difference between different modalities.
To achieve this, the class labels commonly shared between images and texts are used to
guide the embedding learning, so that the embedding space has a semantic meaning com-
mon for both images and texts. This way, different from the cross-modal metric learning
methods Kang et al. (2015), images and texts can be directly matched via the Euclidean
distance or Cosine measure with the learned common semantic embeddings.

Under this framework, three losses are exploited to learn effective semantic embeddings.
The first one is the commonly used softmax cross-entropy loss, with the resulting model
denoted as DSE-S. The second one is the center loss Wen et al. (2016) recently proposed
in face recognition, with the resulting model (together with the softmax cross-entropy loss)
denoted as DSE-CS. And finally, a distance based softmax cross-entropy loss is proposed to
jointly consider the softmax cross-entropy and center losses in fully gradient based learning.
With this loss the learned model is denoted as DSE-DS.

The three losses will be described as follows.

3.2. Softmax Cross-Entropy Loss

The softmax cross-entropy loss is commonly used for the multi-class classification task. It
is formulated as

`s = − 1

M

M∑
i=1

log
ew

T
yi
xi+byi∑C

j=1 e
wT

j xi+bj
, (1)

where M is the batch size, xi ∈ Rd is the i-th embedding (either image or text) of the
batch, yi is the class label of xi, wj ∈ Rd is the projection weights and bj is the bias term
for the j-th class, and C is the number of categories.

However, though the softmax cross-entropy loss is very useful for class separation and
prediction, it is not optimal for the verification or matching task, such as face recognition,
as observed in Wen et al. (2016). This is because the objective of softmax cross-entropy
makes the samples distributed like a starburst (see examples shown in Sec. 4.5), which is
pretty good for classification but with a large intra-class variation.

3.3. Center Loss

To reduce the intra-class variance, Wen et al. (2016) introduced an additional constraint
called center loss in the context of face recognition. This method runs a moving average for
the embedding of each class, and keeps pushing each image embedding to its corresponding
class center so that the variations between image embeddings and their centers are reduced.
For class label guided cross-modal matching, such as matching between images and texts,
it is even more important to reduce the intra-class variance, so that different modalities of
the same class will have small distances to enable direct matching. Therefor, the center loss
is also exploited in this paper for cross-modal matching.
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Formally, it is formulated as

`c =
1

M

M∑
i=1

||xi − cyi ||22, (2)

where cyi ∈ Rd is the class center of the embedding xi. Differently, unlike other weight
parameters to be learned by backpropagation, the updating of the class centers cj , j =
1, 2, . . . , C are additionally performed as follows,

∆ctj =

∑M
i=1 δ(yi = j)(ctj − xi)∑M

i=1 δ(yi = j)
, (3)

ct+1
j = ctj − α∆ctj , (4)

where α ∈ (0, 1) is the update rate of the centers, δ is the indicator function, and t is the
batch step. In this paper, we set α = 0.5, which is not sensitive, as in Wen et al. (2016).

The center loss is introduced as an additional constraint to the softmax cross-entropy
loss. As a result, the total loss is

`cs = `s + λ`c, (5)

where λ > 0 is a parameter to balance the two loss functions.

3.4. Distance Based Softmax Cross-Entropy Loss

In the center loss implementation, it requires both the weight variables W ∈ Rd×c and bias
variables b ∈ Rc in the softmax cross-entropy loss, and the centers variables C ∈ Rd×c,
totally c(d + 1) parameters and O (c(2d+ 1)) memory requirement. Though the centers
variables are not trainable parameters in backpropagation, they still require additional
update operations and nearly the same amount of memory as in softmax.

To address this, in this paper, a distance based softmax cross-entropy loss is proposed to
jointly consider the softmax cross-entropy and center losses in fully gradient based learning.
The DistSoftmax loss directly focuses on learning semantic centers in the embedding space.
Specially, with centers variables C = [c1, c2, . . . , cc] ∈ Rd×c, it measures the Euclidean
distances of each sample embedding to all the centers, uses the negative distances directly
as the logits of the softmax function, and also additionally reduces the intra-class distances.

Formally, the DistSoftmax loss is formulated as

`ds =
1

M

M∑
i=1

(
−log

e−||xi−cyi ||
2
2∑C

j=1 e
−||xi−cj ||22

+ λ||xi − cyi ||22

)
, (6)

where λ > 0 is also a balancing parameter. Intuitively, it seems that with the cross-entropy
term above is enough to minimize the intra-class distances while maximizing the inter-class
distances. However, the study in this paper (see Sec. 4.5) shows that it is not effective
without the additional intra-class compactness constraint. This is probably because the
distances have an asymmetric range [0,∞) instead of (−∞,∞) as usual, thus limiting the
optimization of the cross-entropy loss.

Note that different from the center loss, the centers variables in the DistSoftmax loss
is automatically learned by gradient optimization, and it does not require another set of
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variables in softmax for class separation. Therefore, the DistSoftmax loss only requires cd
parameters and O(cd) memory.

3.5. Implementation Details

The proposed DSE model is implemented in Keras Chollet et al. (2015) with the Tensor-
Flow1 backend. Since the image-text datasets used in the experiments are not very large,
the ResNet-50 model pre-trained in the ImageNet by He et al. (2015) is loaded for initial-
ization, except for the top FC layer. A weight decay of 0.001 is used for regularization
of the model weights during training. The negative slope coefficient of the LReLU is set
to 0.2. The default Adam optimizer in Keras is used for model optimization. The batch
size is set to 32. The maximal number of training epoches is 400 (usually the training is
converged below 100 epoches in the experiments). The initial learning rate is 0.001, decayed
by a factor of 0.1 every time a plateau is detected by monitoring the training accuracy in
a tolerance of 10 epoches. If the plateau is still detected in a tolerance of 15 epoches, the
training is regarded as converged and an early stopping will be triggered. All images are
cropped with their square-size center parts, and resized to 224 × 224. Then, a real-time
image augmentation is applied, with a random shift by a factor of 0.1 in both horizontal
and vertical directions, and a random horizontal flipping.

The balance parameter λ is set to 0.01 and 0.1, respectively, in the center and DistSoft-
max losses (a parameter analysis will be given in Sec. 4.5). For the training of image-text
model, a batch of both image and text samples with equal number and the same class labels
are randomly sampled in every batch iteration, and their corresponding losses are aggre-
gated with a coefficient of 0.5. In the test phase, the Cosine measure is used to compute
the similarity score between image and text embeddings. Note that both image and text
embeddings share the same center variables, and FC weights and bias terms in softmax if
applicable, so as to learn a common semantic embedding space. Note also that the image-
text samples are not required to be paired in either data source or training procedure in
the proposed DSE framework, in contrast to deep metric learning methods. This makes the
DSE framework convenient and efficient to train.

4. Experiments

The proposed DSE-CS and DSE-DS algorithms were evaluated on three popular image-text
databases, namely the Wikipedia Rasiwasia et al. (2010), PascalVOC2007 Everingham et al.
(2007), and LabelMe Oliva and Torralba (2001) databases. The softmax baseline DSE-S, as
well as some other popular and state-of-the-art algorithms were imported for comparison.

4.1. Experimental Setting

Compared Methods: Except the DSE-S as baseline, several famous algorithms in the
cross-media retrieval field were also imported for comparision. Specifically, the classical
CCA Hardoon et al. (2004) and PLS Rosipal and Krämer (2006); Sharma and Jacobs (2011)
based latent space learning methods were used as baseline algorithms. In addition, state-of-
the-art algorithms in the cross-media field were also compared, such as the SCM Rasiwasia

1. https://www.tensorflow.org/

7



Kang Liao Li Cao Xiong

et al. (2010), Microsoft algorithm (MsAlg) Wu et al. (2010), Low Rank Bilinear Similarity
learning (LRBS) Kang et al. (2015), and Generalized Multiview Analysis methods, including
GMLDA (Generalized Multiview Linear Discriminant Analysis) and GMMFA (Generalized
Multiview Marginal Fisher Analysis) Sharma et al. (2012).

For the traditional algorithms CCA, PLS, SCM, and GMA, the AlexNet Krizhevsky
et al. (2012); Donahue et al. (2013) trained on the ImageNet was used to extract CNN
features from images. The outputs of the sixth layer of the AlexNet were used as image
features, resulting in 4096 dimensions. The results of the compared algorithms without
CNNs were not included due to the low performances Sharma et al. (2012); Wang et al.
(2013). Note that except the ImageNet which was the data source of the pre-trained models,
no other outside data was used for training.

In the experiments, it was found that the CCA, PLS and GMA algorithms all performed
better with PCA dimensional reduction than without it. Specifically, the dimensionality of
the CNN image features was reduced to 1000 (about 99% energy was preserved) by PCA
on the three databases.

Evaluation Metrics: For the evaluation, the mean average precision (mAP) score was
used in the experiments. Besides, the precision-recall curve and precision-scope curve were
applied to display the experimental results for better visualization Rasiwasia et al. (2007);
Wang et al. (2013), which were popularly used in the evaluation of information retrieval
systems.

The precision-scope curve shows the precision at the top N retrieved samples, where
the scope denotes the number of the retrieved samples. As for the mAP, it is computed
as the mean of the average precision score, which is related to the ranking of the retrieved
samples. Specifically, given one query and its top N retrieved samples in a ranking list, the
average precision is computed by

AveP =
1

T

∑N

r=1
P (r)rel(r), (7)

where P (r) is the precision of the top r retrieved samples. The rel(r) is a binary function
denoting whether the r-th retrieved sample is relevant to the query or not. T is the number
of relevant samples in the retrieved results. With the AveP calculated for each query task,
the mean average precision is computed as the average AveP score over all queries.

4.2. On Wikipedia Database

The Wikipedia database2 consists of 2866 images and documents pairs from ten cate-
gories. The database is built from the the Wikipedia’s “featured articles”, which is selected,
reviewed and continually updated by the Wikipedia’s editors since 2009. To realize direct
matching of different modality features, Rasiwasia et al. (2010) built the wikipedia dataset
by selecting ten popular categories from the collection, including art, biology, geography,
history, literature, media, music, royalty, sport, and warfare. Then, the dataset was ran-
domly split into a training set of 2173 image-document pairs and a test set of the remaining
693 pairs by the authors. Each document associated to images is constructed of several
paragraphs, resulting in at least 70 words. Since the documents contain more than 40k

2. http://www.svcl.ucsd.edu/projects/crossmodal/
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Table 1: mAP (%) results on the Wikipedia database.

Methods Image query Text query Average

CNN+CCA – ( 19.70 ) – ( 17.84 ) – ( 18.77 )

CNN+SCM – ( 37.13 ) – ( 28.23 ) – ( 32.68 )

CNN+PLS 30.54 ( 30.55 ) 28.05 ( 28.03 ) 29.30 ( 29.29 )

CNN+MsAlg 37.28 ( 36.07 ) 32.70 ( 30.75 ) 34.99 ( 33.41 )

CNN+GMLDA 24.93 ( 36.77 ) 18.18 ( 29.71 ) 21.55 ( 33.24 )

CNN+GMMFA 24.03 ( 38.74 ) 16.51 ( 31.09 ) 20.27 ( 34.91 )

CNN+LRBS 44.48 ( 44.41 ) 37.70 ( 37.70 ) 41.09 ( 41.06 )

DSE-S 33.82 35.62 34.72

DSE-CS 46.57 39.50 43.03

DSE-DS 47.67 40.40 44.03
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Figure 2: Precision-recall and precision-scope curves on the Wikipedia database.

unique words, the Latent Dirichlet Allocation model (LDA) Costa Pereira et al. (2014) was
used to extract text feature vectors.

The mAP results are shown in Table 1, and the average precision-recall and precision-
scope curves are displayed in Fig.2 for retrieval tasks of image to text and text to image.
Note that the mAP results in brackets of Table 1 are the performances of the compared
algorithms processed with the PCA dimensional reduction. From Table 1, we can see that
the proposed DSE-DS algorithm achieves the best performance on the Wikipedia database
with the average mAP of 44.03%, followed by the DSE-CS algorithm with the performance
of 43.03%. The LRBS algorithm achieves the third best performance with 41.09%. The
DSE-S results in only 34.72%, with a gap of more than 6% to the LRBS algorithm with deep
CNN image features, and is more than 8% lower than DSE-CS and DSE-DS. As mentioned
previously, the softmax cross-entropy loss applied in DSE-S is good for classification, but
is not optimal for cross-modal matching due to its large intra-class variations. In contrast,
the LRBS uses a bilinear similarity function to learn an adaptive similarity metric for
the generalization of unseen samples, and the DSE-CS and DSE-DS introduces additional
constraints to reduce intra-class variations. As for traditional methods, either with PCA or
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Table 2: mAP (%) results on the Pascal VOC2007 database.

Methods Image query Text query Average

CNN+CCA – ( 49.06 ) – ( 48.33 ) – ( 48.69 )

CNN+SCM – ( 63.98 ) – ( 59.73 ) – ( 61.86 )

CNN+PLS 47.55 ( 47.55 ) 45.69 ( 45.68 ) 46.62 ( 46.62 )

CNN+MsAlg 58.43 ( 58.58 ) 59.40 ( 58.84 ) 58.91 ( 58.71 )

CNN+GMLDA 39.95 ( 65.62 ) 35.95 ( 66.32 ) 37.95 ( 65.97 )

CNN+GMMFA 37.97 ( 65.48 ) 33.17 ( 66.15 ) 35.57 ( 65.81 )

CNN+LRBS 65.15 ( 65.10 ) 68.74 ( 68.69 ) 66.95 ( 66.90 )

DSE-S 60.20 62.60 61.40

DSE-CS 71.81 73.99 72.90

DSE-DS 74.14 75.23 74.69

without PCA, their performances are obviously inferior than modern methods using metric
learning or effective semantic embedding learning.

Fig. 2 display the precision-recall curves and the precision-scope curves of the compared
algorithms on the Wikipedia database, where the precision is the average precision of the
text to image and image to text retrieval tasks. The figures display the best performances
of each algorithm, either with PCA or without PCA. From these figures, it is also observed
that the proposed DSE-CS and DSE-DS algorithms have the best performances on both
retrieval tasks, with DSE-DS being slightly better, and the DSE-S does not work very well
for the cross-modal matching problem.

4.3. On Pascal VOC2007

The Pascal VOC2007 database3 contains a total of 9963 images from 20 categories in
realistic scenes. It has been divided into a training set with 5011 images and a test set with
4952 images for object classification by the Pascal VOC challenge organizers Everingham
et al. (2007). Then, it was introduced for the cross-modal retrieval task by Sharma et al.
(2012), where the images containing only one object were selected for experiments, discard-
ing some multi-label images. As a result, the training set in the experiment consists of 2808
images, and the test set includes 2841 images. The 399-dimensional word counting vectors
were used as raw text input.

The results are shown in Table 2 and Fig.3. From Table 2, we can find that the proposed
DSE-DS and DSE-CS algorithms achieve the best and second best mAPs, respectively; both
of them are much better than the best existing algorithm LRBS with deep CNN features.
The proposed DSE-DS algorithm outperforms the LRBS algorithm by nearly 8% in mAP,
and it is also better than DSE-CS by about 2%. This verifies that learning discriminant and
class-wise compact deep semantic embbedings is effective for cross-modal retrieval. Among
traditional methods, it can be observed that the supervised algorithms (GMA, SCM, LRBS
and MsAlg) all perform better than the unsupervised algorithms, namely CCA and PLS,
showing the importance of class label information in addressing cross-modal retrieval.

3. http://host.robots.ox.ac.uk/pascal/VOC/voc2007/

10



Learning Deep Semantic Embeddings for Cross-Modal Retrieval

0 0.2 0.4 0.6 0.8 1
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Recall

P
re

ci
si

on

 

 

CNN+CCA
CNN+PLS
CNN+SCM
CNN+MsAlg
CNN+GMLDA
CNN+GMMFA
CNN+BSL
DSE−S
DSE−CS
DSE−DS

0 100 200 300 400 500
0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

Scope

P
re

ci
si

on

 

 

CNN+CCA
CNN+PLS
CNN+SCM
CNN+MsAlg
CNN+GMLDA
CNN+GMMFA
CNN+BSL
DSE−S
DSE−CS
DSE−DS

Figure 3: Precision-recall and precision-scope curves on the Pascal VOC2007 database.

From Fig.3 it can also been observed that the proposed DSE-DS and DSE-CS algorithms
performance the best, and it is more obvious than in the Wikipedia database that DSE-DS
is better than DSE-CS.

4.4. On LabelMe Databse

The LabelMe4 Oliva and Torralba (2001) database contains outdoor scene images from
eight categories, namely “coast”, “forest”, “highway”, “inside city”, “mountain”, “open
country”, “street”, and “tall building”. The number of images for each category varies
from 260 to 410, resulting in 2688 images in total. All images are color images, in the
size of 256×256 pixels. In the experiment, 100 samples per class from the database were
randomly selected for testing, resulting in 800 samples in total as the test set, and the
remaining 1888 images were used as the training set. The LabelMe Toolbox5 was used to
generate the word counting vector for the raw textual input. In overall, 781 different tags
were obtained, with frequencies varying from one time to more than 2000 times. To remove
noises, tags appearing more than 3 times were selected in the experiments.

From Table 3, it can be observed that the proposed DSE-CS and DSE-DS algorithms
achieve the best average mAPs, with 92.98% for DSE-DS and 92.54% for DSE-CS, out-
performing the best existing algorithm LRBS by about 6%. The two top algorithms also
outperform the baseline DSE-S by about 9%. The precision-recall curves and the precision-
scope curves of the compared algorithms are shown in Fig.4. Obviously, the proposed
DSE-CS and DSE-DS algorithms perform much better than all other algorithms, due to
their particular designs in learning effective deep semantic embeddings.

4.5. Analysis and Discussion

To better understand the proposed DSE algorithms, the balance parameter λ is analyzed
in this subsection, with its influence shown in Fig. 5 on the LabelMe database. Fig. 5(a)

4. http://people.csail.mit.edu/torralba/code/spatialenvelope/
5. http://labelme.csail.mit.edu/Release3.0/
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Table 3: mAP (%) results on the LabelMe database.

Methods Image query Text query Average

CNN+CCA – ( 26.45 ) – ( 26.80 ) – ( 26.63 )

CNN+SCM – ( 84.59 ) – ( 84.44 ) – ( 84.52 )

CNN+PLS 61.75 ( 61.76 ) 68.60 ( 68.60 ) 65.18 ( 65.18 )

CNN+MsAlg 75.51 ( 70.70 ) 78.44 ( 72.79 ) 76.98 ( 71.74 )

CNN+GMLDA 76.29 ( 85.38 ) 77.26 ( 87.22 ) 76.78 ( 86.30 )

CNN+GMMFA 69.98 ( 85.33 ) 62.52 ( 87.02 ) 66.25 ( 86.18 )

CNN+LRBS 86.34 ( 86.26 ) 87.52 ( 87.48 ) 86.93 ( 86.87 )

DSE-S 83.64 83.86 83.75

DSE-CS 92.84 92.24 92.54

DSE-DS 93.92 92.66 92.98
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Figure 4: Precision-recall and precision-scope curves on the LabelMe database.

shows the mAPs of the proposed DSE-CS algorithm with varying parameter values of λ
acrose a large scale range. Note that the DSE-CS with λ = 0 is equivalent to the DSE-S
algorithm. Accordingly, it can be observed that with λ increasing from 0 to 0.001, the
performance of DSE-CS is largely improving, demonstrating that intra-class compactness
is very important for class-label guided cross-modal retrieval learning. After that, the
performance is relatively stable, with λ = 0.01 being the best one.

As for the DSE-DS algorithm, a similar result can be observed from Fig. 5(b). Differ-
ently, the DSE-DS with small λ values perform very poor, indicating that though in the
cross-entropy term in Eq. (6) is towards minimizing the intra-class distances while maximiz-
ing the inter-class distances, it is still not effective working alone. Therefore, the additional
intra-class compactness constraint is also important here. The performance of DSE-DS is
stable when λ ≥ 0.01, with λ = 0.1 being the best choice. Compared to DSE-CS, the
DSE-DS requires a relatively larger λ, because the distances in Eq. (6) have an asymmetric
range [0,∞) instead of (−∞,∞) as usual, resulting in a larger cross-entropy loss.

Another interest thing is the role of the Cosine measure or embedding normalization.
Fig. 6 shows distributions of the learned image and text embeddings by the DSE-S, DSE-CS
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Figure 5: The mAPs of the proposed DSE-CS and the DES-DS algorithms with varying
parameter values of λ.

−20 0 20 40 60 80 100
−40

−30

−20

−10

0

10

20

30

40

−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5
−1

−0.5

0

0.5

1

1.5

2

2.5

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3

4

(a) DSE-S (b) DSE-CS (c) DSE-DS

−0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

−1 −0.5 0 0.5
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

(d) DSE-S, normalized (e) DSE-CS, normalized (f) DSE-DS, normalized

Figure 6: Distributions of the learned image and text embeddings by the DSE-S, DSE-CS
and DSE-DS on the LabelMe database after PCA dimension reduction. The first
row is with the original embeddings, and the second row is with the embeddings
normalized to have unit length. Image and text embeddings of the same class are
with the same color but different markers, and white circles indicate class centers.

and DSE-DS on the LabelMe database after PCA dimension reduction. With the original
embeddings, it can be observed that the softmax cross-entropy loss results in a starburst
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Table 4: mAP (%) results with the Euclidean distance and the Cosine measure.

Methods Wikipedia Pascal VOC2007 LabelMe

Euclidean Consine Euclidean Consine Euclidean Consine

DSE-S 25.67 34.72 34.15 61.40 58.71 83.75

DSE-CS 39.85 43.03 68.37 72.90 91.42 92.54

DSE-DS 35.40 44.03 69.42 74.69 91.23 92.98

distribution, with a very large intra-class variation. In contrast, the DSE-CS and DSE-
DS learn much better in condensing the intra-class variation. Intuitively, normalizing the
learned embedding may relieve the starburst distribution, as observed in the second row of
Fig. 6. However, in this case the intra-class distributions of DSE-S are still not as compact
as the DSE-CS and DSE-DS.

According to the above analysis, a comparison is also done between the Euclidean dis-
tance and the Cosine measure, since the Cosine measure is equivalent to the Euclidean
distance with unit-length normalized embeddings. The results are shown in Table 4. Clear-
ly, the DSE-S is largely improved by embedding normalization, due to the effect of reducing
the intra-class variation. The DSE-CS and DSE-DS are less affected since they both have
an intra-class compactness constraint. Yet the performance can still be slightly improved by
embedding normalization, this is because there has to be a balance between the intra-class
compactness and the inter-class separation during learning.

5. Conclusion

In this paper, it is demonstrated that, guided by class labels, learning deep common semantic
embeddings is effective for cross-modal retrieval. However, this is not easy to achieve by
the commonly used softmax cross-entropy loss, but with the recently proposed center loss,
and a new loss called distance based softmax cross-entropy introduced in this paper. This
is because the softmax cross-entropy loss only considers the inter-class separation, and so
usually produces large intra-class variations. In contrast, the two improved losses achieve
both inter-class separation and intra-class compactness, which is important for accurate
cross-modal matching. From the experiments it shows that the newly introduced distance
based softmax cross-entropy loss performs better than the center loss, with reduced number
of parameters and memory requirement. Yet note that as many other existing methods,
the proposed method is not applicable in case where class labels are not available. In future
research, it is worth investigating some other modalities and learning with large-scale data.
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