ABSTRACT

We present a simple and effective ensemble method, Diversity Encouraging Ensemble (DEE), for deep convolutional networks to boost their performances. By training the convolutional network in two stages, we generate multiple component networks without adding any training cost. On the one hand, we modify the structure parameters of component networks in the training process to enlarge the diversities of the networks, which is found to be beneficial to improving the ensemble performance. On the other hand, we exploit monotonous decreasing learning rate schedule to accelerate the speed of deep network converging to different local minima, and we decrease the training time of integrating multiple networks to that of training a single network from traditional multi-step learning policy. We evaluate our ensemble method on two challenging action datasets, UCF-101 and HMDB-51, and obtain performance improvements from single deep network and other ensemble methods. Our results also outperform many state-of-the-art action recognition methods.
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1. INTRODUCTION

In recent years, deep learning based models have become the dominant approaches in many research fields, such as computer vision [1], machine translation [2] and speech recognition [3]. An effective and common practice to improve the performance of deep networks is to train an ensemble of multiple networks. The ensemble methods can be categorized as implicit ensemble and explicit ensemble. Implicit ensemble methods [4, 5, 6, 7, 8] train a single neural network with lots of branches or paths. During test, the results from all the branches or paths are fused together to generate the final results. Explicit ensemble methods [9, 10, 11, 12, 13] individually train multiple networks with different initialization, and learn a weight for each component network based on their classification precision on the validation set [11, 12]. Then the final predictions are the average [9, 10] or weighted average [11, 12] of these component networks.

It is wildly accepted that the diversity is an important property of ensemble methods [14]. The Diversity-Penalizing
works. The high-level overview of our ensemble is illustrated in Fig. 1. Our ensemble method converges to multiple local minima and the distances between these minima are much larger. Meanwhile, we reuse the internal state to let it converge to multiple local minima, which reduces the training time dramatically. To further decrease the training time, we train each network with a monotonous decreasing learning rate, which helps the model converging much faster.

We apply the proposed DEE method to the task of action recognition, as it has been an common practice to boost action recognition performance from ensemble [17, 18, 19, 20, 21, 22]. For example, the ensemble of SpatialNet and TemporalNet [17, 18] greatly improves the performance of action recognition. Temporal Segment Network (TSN) [19] is an ensemble of six deep convolutional networks, i.e. three SpatialNets and three TemporalNets, and achieves the current state-of-the-art performance. Ensemble of deep features and handcrafted features (such as IDTs [23]) is also an effective method [20, 21, 22] to improve the action classification performance. Compared to these methods, our DEE method obtains best performance from simple diversity encouraging ensemble, without using carefully designed model architectures and/or tuned learning strategies.

To summarize, in this paper we have made the following three main contributions:

- We propose a new ensemble method, Diversity Encouraging Ensemble, which modifies the structure parameters of the networks in the training process to enlarge the diversities of the component networks.
- We reuse the internal training state of a deep convolutional model and exploit the monotonous decreasing learning rate to reduce the training time, which makes the DEE method very efficient.
- We apply our ensemble method for action recognition, which achieves the state-of-the-art performance on two of the most challenging action recognition datasets, UCF-101 and HMDB-51.

2. PROPOSED ENSEMBLE METHOD

Traditional network ensemble methods either have high training cost [9, 10, 11] or small diversities of the component networks [15]. The DEE method is motivated to overcome the two problems. It divides the training process into two phases, general training and specific training. In the general training phase, we train the deep network using a large constant learning rate and high dropout rate for a few epochs, so it is not prone to converging to a local minima and stop at a internal state. In this phase, the deep network learns some general features from videos, such as appearance and motions. In the specific training phase, on the one hand, we use variate structure parameters for component networks to enlarge the diversities between these models. On the other hand, we reuse the internal state and exploit the monotonous decreasing learning rate to accelerate these models converging to the local minima and reduce the training time.

2.1. Diversity Encouraging Ensemble

The traditional ensemble methods [9, 10, 11] train $M$ component networks from random initializations. The weights are initialized from the same distribution, so the initial states of the $M$ networks are very close. Moreover, since the $M$ component networks are trained on the same data from the similar initial state, the networks are thus prone to converging to the same or very close local minima. The lack of diversity is found to hurt the final ensemble performance [14].

To address this problem, we encourage diversities of the component networks in the two training phases. In the general training phase, we train the deep network with a high dropout rate to learn general features from actions. In the specific training phase, we modify the structure parameters from internal model by using different dropout rates for the dropout layers. The use of different dropout parameters in the two training phases as well as different dropout rates for the component networks encourage large diversities between component networks, which benefits the ensemble performance.

Here we elaborate on why using different dropout rate for each component network is diversity encouraged. Given a dropout layer with dropout rate $r$, the layer will randomly set some activations from last fully-connected layer to 0 with proportion of $r$. Modifying the dropout rate changes the combination of activations from last fully-connected layer to next layer, which compels the fully-connected layers to adapt their weights significantly to match the new combination of activations. So the dropout modification changes the network weights significantly and it increases the diversities of the component networks.

2.2. Efficient Ensemble Learning

Most of state-of-the-art deep convolutional neural networks [6, 19, 24, 25, 26] are trained by the Stochastic Gradient Decent (SGD) with momentum. The training objective function is denoted as $f : \mathbb{R}^n \rightarrow \mathbb{R}$, and $w_t \in \mathbb{R}^n$ is the $n$ learning weights. The momentum is denoted as $m_t$ and $v_t$ is the velocity vector at the $t^{th}$ iteration, which is initialized as 0. The weights $w_t$ are updated as follows:

$$
\begin{align*}
  v_{t+1} &= m_t v_t - \eta_t \nabla f_t(x), \\
  w_{t+1} &= w_t + v_{t+1},
\end{align*}
$$

where $\nabla f_t(x)$ is the gradient of the objective function respect to the weights, and $\eta_t$ is the learning rate, which is a constant and is divided by a constant periodically.

In order to accelerate the convergence and decrease the training time of the $M$ component networks, we propose to employ the schedule of the monotonous decreasing learning rate. In the specific training phase, we decrease the learning rate monotonously from initial value $\eta_0$ to the minimum $\eta_{min}$, instead of dividing learning rate periodically as traditional multi-step learning policy. Let $\epsilon_{num}$ denote the total
number of epochs and $e_{cur}$ denote the current trained epoch number. The learning rate at current epoch is formulated as:

$$\eta_t = \eta_{min} + \frac{1}{2}(\eta_0 - \eta_{min})[1 + \cos\left(\frac{e_{cur} \pi}{e_{num}}\right)].$$  \hspace{1cm} (3)

In all of our experiments, we set $\eta_{min} = 0$. So we simplify the function as:

$$\eta_t = \frac{\eta_0}{2}[1 + \cos\left(\frac{e_{cur} \pi}{e_{num}}\right)],$$  \hspace{1cm} (4)

and we set $e_{num} = 15$ in all of our experiments for each component network.

In Fig. 2, we show learning rate schedules of finetuning the deeper SpatialNet [18] from VGG-16 [25] which is pretrained on ImageNet and we compare the training time of single deep network trained by traditional multi-step learning policy, the Snapshot Ensemble [15] with three local minima, and the DEE method with three component networks. The total training time of traditional multi-step learning policy is 60 epochs, which is shown as black line. The Snapshot Ensemble periodically restart learning rate to converge to three local minima with 30 epochs for each period as shown in yellow line. The DEE method, shown as red line, trains three component networks in two phases, with 15 epochs for each phase. We reuse the internal model trained in the general training phase, which decreases the training time by 1/3, illustrated as red dash lines. The total training time of our DEE method is identical to that of a single network trained by traditional multi-step learning policy and is much less than that of the Snapshot Ensemble.

2.3. Ensemble in the Test Stage

After the two training phases, we obtain $M$ component models, $\{p_m, m = 1, ..., M\}$. Given a test example $x$, let $p_m(x)$ represent the prediction distribution from Softmax layer of the $m^{th}$ network and $p_{en}(x)$ denote the ensemble prediction. We design two fusion methods to compute the ensemble of $M$ networks. The first one simply averages the $M$ predictions:

$$p_{en} = \frac{1}{M} \sum_{m=1}^{M} p_m(x).$$  \hspace{1cm} (5)

The other bases on the information entropy, which evaluates the average indeterminacy of a random distribution. Let $p_m(x), i = 1, ..., C$ represent the Softmax scores of the $m^{th}$ network. The information entropy is formulated as:

$$H[p_m(x)] = -\sum_{i=1}^{C} p_{mi}(x) \log p_{mi}(x).$$  \hspace{1cm} (6)

When $p_m$ is reliable, it is usually sparse with low entropy of the distribution, i.e. only a few entries of $p_m$ have large values, while other entries are small or approaching zeros; conversely, when $p_m$ is not reliable, its entry values (class probabilities) tend to spread evenly over all the action categories. So we propose an entropy-based weighted averaging ensemble of $M$ networks as:

$$p_{en} = \sum_{m=1}^{M} \alpha_m p_m(x),$$  \hspace{1cm} (7)

where $\alpha_m = \frac{1}{H[p_m(x)]}$ represents the confidence of each component network.

3. EXPERIMENTS

3.1. Experimental Settings

The UCF-101 [27] is a dataset of realistic action videos, containing 101 action categories with 13320 videos. We report the average accuracy of standard splits from [27]. The HMDB-51 dataset [28] contains 6849 clips divided into 51 action categories. We use the splits provided by [28] of raw videos without stabilization.

The DEE model consists of six component networks, three SpatialNets and three TemporalNets, whose structure are all same as VGG-16 [25] excepting the dropout layer and first convolutional layer. We set the dropout rate as (0.9, 0.9) for the two dropout layers in general training phase and we modify them to (0.7, 0.7), (0.6, 0.7), (0.7, 0.8) for the three networks in the specific training phase respectively. Please referent [18] for the details of SpatialNet and TemporalNet. We train the deep networks by mini-batch Stochastic Gradient Decent (SGD) with momentum. We set the momentum as 0.9 and weight-decay as 0.0005. We train the SpatialNets with batch-size as 16 and initial learning rate as 0.001. The TemporalNets are trained by setting batch-size as 22 and initial learning rate as 0.003. Data augmentation techniques are used, such as corner cropping, multi-scale cropping and random flipping, to avoid over-fitting. In test, we randomly sample 25 clips from each video. Then the standard 10-views of cropping and flipping are applied. The prediction score of each video is the average of all the samples.

3.2. Comparison with Different Ensemble Methods

In the first experiment, we compare the performance of our DEE method with the Snapshot Ensemble [15] method on the UCF-101 dataset. the Snapshot Ensemble is originally used to classify images and we extend it to classify actions by exploiting cyclical cosine annealing. We train the Snapshot Ensemble networks on RGB and optical flow respectively. And
Table 1: Evaluating the diversity of the DEE method on UCF-101 split1.

<table>
<thead>
<tr>
<th>Models</th>
<th>SpatialNets</th>
<th>TemporalNets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p1</td>
<td>p2</td>
</tr>
<tr>
<td>Deeper Two-stream [18]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Snapshot Ensemble [15]</td>
<td>80.76</td>
<td>80.54</td>
</tr>
<tr>
<td>Proposed DEE method</td>
<td>80.65</td>
<td>80.91</td>
</tr>
</tbody>
</table>

From Table 1, we have four conclusions. 1) For the SpatialNets, each component network accuracy of the DEE method outperforms the baseline performance [18]. It illustrates that the proposed two phases training schedule with monotonous decreasing learning policy not only accelerates the training but also improves the performance of action recognition. 2) From the last row, the AVG and EnAVG accuracies of the DEE method significantly outperform every component network without any additional training cost. 3) For the TemporalNets, the AVG accuracy of the Snapshot Ensemble is lower than the single component performance of p2, which indicates the complement between these local minima of the Snapshot Ensemble is very poor. 4) In the last two rows, we compare the diversities of the Snapshot Ensemble and the DEE methods. The components performance of the two ensemble methods are roughly equal but our ensemble accuracies outperform the Snapshot Ensemble. It illustrates the diversities of our component networks are larger than that of the Snapshot Ensemble.

In the second experiment, we evaluate the ensemble of SpatialNets and TemporalNets on UCF-101 and HMDB-51 datasets. We report the EnAVG results of the DEE method and Snapshot Ensemble methods. The Deeper Two-stream [18] only fuses two networks, while the others fuse six networks, three SpatialNets and three TemporalNets. As shown in Fig. 3, the DEE method outperforms the Snapshot Ensemble [15]. Also, the DEE method is comparable with currently best model TSN (2 modalities) [19] on the UCF-101 dataset and outperforms it on the HMDB-51 dataset.

3.3. Comparison with Action Recognition Methods

In Table 2, we list the results of current state-of-the-art methods for action recognition on UCF-101 and HMDB-51 benchmarks. The DEE method outperforms the traditional action recognition methods, such as improved dense trajectories (IDTs) [23] and IDTs coding with fisher vector [29]. The DEE method also outperforms other competitive deep learning based action classification methods, such as the Two-stream [17], the deeper Two-stream [18], the fusion Two-stream [21], and the factorized spatio-temporal convolutional networks (FstCN) [30] on both datasets. In order to improve the ensemble performance further, we use the ensemble of nine networks and each three networks are trained on RGB frame, stacking flow filed and warped flow filed as TSN (3 modalities) [31]. We get 94.3% and 69.7% on the UCF-101 and HMDB-51 datasets respectively and it outperforms TSN (3 modalities) [31] on both datasets.

Table 2: Comparing with current state-of-the-art methods.

<table>
<thead>
<tr>
<th></th>
<th>UCF-101</th>
<th>HMDB-51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. [23]</td>
<td>85.9</td>
<td>Wang et al. [23]</td>
</tr>
<tr>
<td>Peng et al. [29]</td>
<td>87.9</td>
<td>Peng et al. [29]</td>
</tr>
<tr>
<td>Wang et al. [20]</td>
<td>90.3</td>
<td>Weng et al. [20]</td>
</tr>
<tr>
<td>Simonyan et al. [17]</td>
<td>86.9</td>
<td>Simonyan et al. [17]</td>
</tr>
<tr>
<td>Sun et al. [30]</td>
<td>87.9</td>
<td>Sun et al. [30]</td>
</tr>
<tr>
<td>Wang et al. [18]</td>
<td>91.4</td>
<td>Wang et al. [31]</td>
</tr>
<tr>
<td>Zhu et al. [32]</td>
<td>93.1</td>
<td>Zhu et al. [32]</td>
</tr>
<tr>
<td>Wang et al. [19]</td>
<td>94.2</td>
<td>Wang et al. [19]</td>
</tr>
<tr>
<td>Christoph et al. [21]</td>
<td>91.8</td>
<td>Varol et al. [33]</td>
</tr>
<tr>
<td>DEE method (6 Nets)</td>
<td>93.8</td>
<td>DEE method (6 Nets)</td>
</tr>
<tr>
<td>DEE method (9 Nets)</td>
<td>94.3</td>
<td>DEE method (9 Nets)</td>
</tr>
</tbody>
</table>

4. CONCLUSION

In this paper, we have propose Diversity Encouraging Ensemble, an effective and efficient ensemble method, which produces the trained networks with large diversity, which is beneficial to final ensemble performance. The proposed ensemble method reuse the internal state and exploit monotonous decreasing learning policy to greatly reduce the training time of the component networks. We have applied the proposed ensemble method on the task of action recognition and it demonstrates very promising performance compared to many competitive methods. In future work, we plan to further improve the test time of the proposed ensemble method.
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