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Abstract. Due to complex background information, shadow and occlu-
sions, it is difficult to count people accurately. In this paper, we propose
a fast and robust human counting approach in indoor space. Firstly,
we use foreground object extraction to remove background information.
In order to get both moving people and stationary people, we designed
a block-updating way to update the background model. Secondly, we
train a multi-view head-shoulder model to find candidate people, and
an improved k-means clustering is proposed to locate the position of
each people. Finally, a temporal filter with frame-difference is used to
refine the counting results and detect noise, such as double-count, ran-
dom disturbance. An indoor people dataset is recorded in the classroom
of our university. Experiments and comparison show the promise of the
proposed approach.

Keywords: People counting, block-updating, improved k-means clus-
tering, temporal refinement.

1 Introduction

Counting the number of human indoors is a challenging problem that has lots
of practical applications, such as building security, room resources adjustment,
market research, and intelligent building etc. In indoor environments, as a mov-
ing pixel extraction, the traditional background subtraction method is limited
because not all humans’ bodies are moving. What’s more, when people get to-
gether, we will get a large blob with several objects inside. These blobs can not
provide the object level information and are hard to segment. Actually, most of
the time the number of human remain stable in indoor spaces. In other words,
Although occlusions often occur, the room is at a dynamic stability state. There-
fore, people counting in indoor environment is a challenging topic.

2 Related Work

A direct top-down view can avoid most occlusions in people counting, Teixeira
and Savvides [5] proposed a lightweight method for localizing and counting peo-
ple in indoor spaces using custom-built camera installed on the ceiling. Li et al. [2]
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improved the accuracy rate of people counting by analyzing across multiple cam-
eras. The temporal continuity of objects is an important reason to achieve stable
pedestrian counting. Zhao and Nevatia [8] treated problem of segmenting individ-
ual humans in crowded as a model-based Bayesian segmentation problem. They
presented an efficient Markov chain Monte Carlo (MCMC) method to get the so-
lution. Wang et al. [6] built a spatio-temporal group context model to model the
spatio-temporal relationships between groups, formulate the problem of pedes-
trian counting as a joint maximum a posteriori (MAP) problem. Zhang and Chen
[7] used group tracking to compensate weakness of multiple human segmenta-
tion, which can handle complete occlusion. Chan and Vasconcelos [1] using dy-
namic texture, segmented the scene into different regions with different motions,
extracted various features from each segment. A Gaussian process is used for esti-
mating the pedestrian count for each segment. Most of the previous works focused
on how to get an accurate counting result at the expense of real-time counting.
Moreover, different from counting outdoors, the assumption that people would
be in motion for a substantial amount of time is invalid, the number of human
indoor changes little during most periods. The key problem of counting indoor is
how to get a stable and accurate number of human in these periods.

3 Proposed Framework

As shown in Fig.1, our people counting method mainly includes three modules:
foreground object extraction, head-shoulder detection and temporal refinement.
Firstly, through the background subtraction, we will get blobs and correspond-
ing gradient maps with human bodies inside. Then, a multi-view head-shoulder
model is trained for head-shoulder detection. A head detection and a head-
shoulder detection can find the general position of human, vice versa, results of
head-shoulder detection will help update the background model with a block-
updating method. After that, the clustering method is used for obtaining the
counting results. Finally, the frame-difference method is utilized to estimate oc-
clusions and refine the counting result.

3.1 Foreground Object Extraction

Traditional background subtraction approaches segment video frames into sta-
tionary pixels and moving pixels. The background model is built based on sta-
tionary pixels as a reference of moving pixels. Similarly, we also can consider that
frames are constituted by pixels on and off human bodies. We can build and up-
date the backgroundmodel with no-human pixels to extract pixels on human bod-
ies. When the room is empty, we capture a frame to build a initial background
model. Then, we update the background model for each region based on the re-
sult of head-shoulder detection. Blobs without heads and shoulders inside will be
updated into the background model. To simplify the process, we put blobs into
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Fig. 1. Overall framework of people counting in indoor environment
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Fig. 2. Block-updating method

some blocks based on the height and width of blobs and blobs are marked by the
coordinate of center points of blocks. We update these blocks instead of blobs.

Fig.2 shows the process of block-updating. As shown in Fig.2, because a book
was moved in the frame, it became a blob. The foreground was divided into some
blocks. The block with the book inside was updated into the background model
based on the result of detection. This block-updating way can be described as
follows:

Bk = Bk−1 ⊕ Pbj (1)

Here Bk−1 and Bk represent the last background model and the current model
respectively. bj is one block in the foreground. ⊕ means update the block bj
to the corresponding area of background model. P is the probability of being
updated. We get the probability P by:

P =
n

N
(2)
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where n is the number of frames one block doesn’t contain human bodies. N is
the maximum of n and set to 25. Because we always update the no-human pixel
into the back ground model, both moving people and stationary people can be
extracted. As shown in Fig.3, the blob caused by light is removed after several
frames.

#3973

(a)

#3973

(b)

#3981

(c)

#3981

(d)

Fig. 3. An example of the block-updating process. (a)The frame when turning on the
light; (b)the blob of light bulb is extracted; (c)the area with light bulb is updated to
background model after several frames;(d)the blob of light bulb disappeared.

3.2 Head-shoulder Detection

Some blobs we extracted through background subtraction algorithmmay contain
several people. Zhao and Nevatia [8] proposed a fast and efficient algorithm to
locate people in a crowd, focusing on the boundary of the foreground. Similar to
[8], head candidates and head-shoulder candidates are detected from foreground
images and gradient maps respectively.

Head Candidates. Assuming that heads of humans are visible in a crowd most
of the time. Head candidates need meet two conditions: it is the local vertical
peak of the boundary, there are enough foreground pixels under it [9]. The result
of head detection will be used as candidates for head-shoulder detection.

Head-shoulder Detection. We sample a lot of head-shoulder images from
surveillance video and train a set of generic head-shoulder models. Because of the
location of cameras, we mainly collect images from two representative categories:
back view and side view. Through edge extraction and manually refining, we get
a set of profile images as samples.

The training of head-shoulder model is similar to [4]. The training process is
a collection of the probabilities of the key points’ appearances in the image. But
our method process samples more directly and can avoid the error brought by key
points selecting. We firstly resize all the samples to a fixed size and superimpose
them into a model. The model is divided into some smaller blocks. It’s important
to note that the top of human head is selected as the reference point. The reference
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Fig. 4. A toy example of Head-shoulder model

point locates on the upper center of the model, all the head points in samples
are aligned to this reference point. As shown in Fig.4, we accumulate the number
of edge points in each block. We will get a general distribution of edge points of
samples. Then we select some blocks with higher values as the positions of key
points. A Parzen Windows method is used to assign every pixel a weight in each
block. Assuming the window function obeys a Gaussian distribution, the weight
is computed as follows:

w(x) =
n

N
ϕ

(
x− xc

hN

)
(3)

where n represents the number of edge points in each selected block, N is the
number of edge points in samples, x is the coordinate of arbitrary point in a
block, xc is coordinate of the center pixel in the block, hN is the variance of the
Gaussian distribution, ϕ is the window function, i.e. the Gaussian distribution
in our case.

With head-shoulder detection, we can obtain the candidates position of hu-
man. We choose K-means clustering with max and min distance to decide the
people count. The cluster centers are filtered by checking if there are enough
head-shoulder candidates inside. The number of rest cluster centers is treated as
the result of counting. Uncertainty of initial center points limits the convergence
speed and effect of K-means. Here the sequence of head candidates is utilized as
initial center points to make K-means faster and better.

Given a head detect sequence A = {αj}Mj=1 and a head-shoulder detect se-

quence B = {βj}Nj=1, A ∪B is the cluster set, and A is initial center points too.

The goal is to find cluster center sequence C = {γj}Kj=1. In order to reduce the
impact of occlusions on counting result, we defined a maximum cluster radius
Rmax and a minimum cluster radius Rmin. Rmin and Rmax are set to 1000 and
5000 respectively in our experiments. The algorithm is given in Algorithm.1.
The normal K-means algorithm will be used to process the rest points in B.
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Algorithm 1. Dynamic programming for K-means clustering

Input: Head sequences A = {αj}Mj=1. head-shoulder sequence B = {βj}Nj=1.
Output: cluster center sequence C.
1: for i = 1; i ≤ N ; i++ do
2: for j = 1; j ≤ M ; j ++ do
3: if distance(αj , βj) < Rmax then
4: delete βj ;
5: Rmax = distance(αj , βj);
6: else
7: Rmax = Rmax;
8: end if
9: if distance(αj , βj) > Rmin then
10: C ← αj ;
11: else
12: delete βj ;
13: end if
14: end for
15: end for
16: return C;

3.3 Temporal Refinement

Except for enter and exit, occlusions is the main cause for change in the count
number. We consider reasons of the change as two representative states: One is
that the counting number increased as the occlusion disappeared. Another one
is the counting number decrease when the occlusion happen. We can find that
whatever state in indoor environment, the moving pixels exist. So whether the
change is caused by occlusions can be estimated by moving pixels. We mainly
consider two cases of occlusions, moving people occluded by stationary people
and stationary people occluded by moving people.

As shown in Fig.5, there are two stationary people and four moving people in
the frame. A stationary people is occluded by a moving people. we use frame-
difference method to get the set of moving pixels. According to different contour
of bodies, we divide them into different sequences. When the counting number
decreases, we estimate occlusions according to the location of disappeared cluster
center. For the case of stationary people occluded by moving people, the position
of cluster center will be surrounded by moving pixels in the result of frame-
difference. Our judgement is described as follows:

I(xi, yi) =

⎧⎨
⎩

1 if

{
min(xj) ≤ xi ≤ max(xj)
min(yj) ≤ yi ≤ max(yj)

0 else
(4)

where xj and yj is the coordinate of moving pixel in one sequence. xi and yi is
the coordinate of disappeared cluster center. If I(xi, yi) equal to 1, we consider
that I(xi, yi) is occluded. The counting result remains the same. For the case of
moving people occluded by stationary people, occlusions will be estimated by the
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disappearance of cluster center corresponding moving pixels. Furthermore, if the
number of moving pixels is less than a threshold (set to 50 in our experiments)
in one frame, we think the state in this indoor environment is steady and keep
the counting result the same.

#1816

(a)

#1816

(b)

#1816

(c)

Fig. 5. Temporal refinement for people counting.(a)occlusion is occurring;(b)some in-
formation of head-shoulder disappeared;(c)moving pixels.

4 Experimental Results

We test our approach on the dataset collected by existing cameras installed
on the back wall of classrooms in our university. The dataset reflect all states
in these classroom within twenty-four hours. We select videos from two groups
respectively, which named video1, video2.

We compare our approach with [8] and [3] by comparing the counting result on
video1 and video2. The result of [8] is named ”single frame”, and [3] is ”Adaptive
model”. As shown in Fig.5, because of the limitation of traditional background
subtraction in indoor environment, the foreground with some stationary persons
inside can’t be extracted by [8]. So the counting results of [8] are below the
groundtruth during some periods. As shown in Fig.5 (a), in indoor environment,
”Adaptive model” [3] is easier to be affected by occlusions and disturbance of
noise than our approach. The result of our approach is smoother. Although
sometimes the counting result is incorrect, it can get closer to the groundtruth
slowly after a number of frames. Because we use spatial temporal information to
refine the counting result, the result of our approach falls behind the groundtruth
most of the time. If the state in the classroom remains stable for a long time,
the refinement on counting result will be constant. Fig.5 (b) shows the same
conclusion on video2. Fig.6 shows some frames with counting results in our
experiments.1 The evaluation criterion is as follows:

RMSE =

√√√√ 1

n

n∑
k=1

(numg(i)− numt(i))
2

(5)

1 http://www.nlpr.ia.ac.cn/iva/homepage/jqwang/Demos.htm

http://www.nlpr.ia.ac.cn/iva/homepage/jqwang/Demos.htm
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where n is the total number of frames in the tested video. numg(i) is the ground
truth of the ith frame. and numt(i) is the test result of the ith frame. The
comparison with [8] and [3] is given in Table.2. Comparison in Table.2 shows
our approach adapts better to the indoor environment.

0 500 1000 1500 2000 2500 3000
0

5

10

15

20

25

30

35

  Frame number(video1)

 
 
p
e
o
p
l
e
 
c
o
u
n
t

 

 
 Single frame
 Adaptive model
 Our approach
 Ground truth

(a)

0 500 1000 1500 2000 2500 3000
0

5

10

15

20

25

30

35

40

45

  Frame number(video2)

 
 
p
e
o
p
l
e
 
c
o
u
n
t

 

 
 Single frame
 Adaptive model
 Our approach
 Ground truth

(b)

Fig. 6. Counting result on video1 and video2

Table 1. The comparison results

video name
RMSE

Our approach Single frame [8] Adaptive model [3]

Classroom1 1.0225 4.9142 2.1847

Classroom2 1.3879 4.9618 2.7618

Classroom3 1.2613 4.9252 2.0137
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Fig. 7. Counting result in video1 and video2, the number of human was marked in
green on the top right corner of images, and the clustering result was marked on the
head of human in red points.

5 Conclusion

In this article, we propose a new method for people counting in indoor envi-
ronment. We extract foreground objects and present a block-updating way to
update the background model, which is fit for the indoor environment. The head-
shoulder detection is the key problem in our approach, because it is linked closely
with block-updating and clustering. So we trained a generic head-shoulder model
and combined with improved K-means clustering to detect human bodies. Based
on the spatial temporal information between frames, we refine the counting re-
sult and get a stable and accurate number of human in a number of frames.
Compared with [8] and [3], our approach achieves a better performance than
state-of-the-art approaches in the indoor environment.
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