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Abstract— Mining social media data to obtain traffic relevant
information is an emerging topic due to the real-time and
ubiquitous features of social media. In this paper, we focus on
a specific issue in social media mining that concerns to extract
traffic relevant microblogs from the Sina Weibo platform, which
is the first and essential step to further extract detailed traffic
information, such as the location of a traffic incident. It is
transformed into a machine learning problem of short text
classification. We employ deep neural networks to classify
microblogs into traffic relevant and traffic irrelevant ones.
More specifically, we firstly adopt the continuous bag-of-word
(CBOW) model to learn word embedding representations based
on the dataset of three billion unlabeled microblogs. Next we
use a convolutional neural network (CNN) to learn the abstract
features of traffic relevant and traffic irrelevant microblogs.
The key advances in this paper are: use of semantics of words
and deployment of deep neural networks to extract traffic
information from social media text. Experiments show that the
proposed deep learning method has superior performance over
support vector machine (SVM) based method and multi-layer
perceptron (MLP) based method.

I. INTRODUCTION

Traffic information, such as traffic incidents and real-time

traffic status, plays a fundamental role in improving the ef-

ficiency of Intelligent Transportation Systems (ITS) [1]–[3].

Conventionally, traffic information is obtained from physical

sensors like GPS, cameras, or loop detectors. Recently Social

media has also been regarded as the potential source to

serve as social sensors to extract traffic information, since

people and authoritative agencies often post transportation

information online with the popularity of such platforms.

As these platforms have a great number of real-time user-

generated contents, they have become powerful and inexpen-

sive information sources [4]–[9].

Mining social media data to extract information has gained

a lot of attention in a variety of topics, such as natural
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disaster detection, epidemics monitoring and crisis response

and management. Sakaki et al. analyzed the real-time nature

of Twitter, and used Twitter as a social sensor for real-

time detection of earthquakes with high probability [10].

Middleton et al. proposed a real-time crisis mapping platform

matching location data for areas at risk of natural disasters to

geoparsed tweet contents [11]. Aramaki et al. used the sup-

port vector machine method to extract influenza epidemics

from tweets and could detect influenza epidemics with high

correlation [12].

In the field of transportation, social media based traffic

research papers mainly focus on traffic event detection and

traffic prediction. Researchers used the features of traffic-

related keywords in tweets or microblogs to detect traffic

events. D’Andrea et al. developed a system based on text

mining and machine learning algorithms for real-time traffic

event detection from Twitter stream analysis. Experiments

show that the system can detect traffic events almost in

real time and often before online traffic news websites and

local newspapers [13]. Gu et al. proposed a methodology

to mine tweet texts to extract incident information on both

highways and arterials, and they applied the methodology

in the Pittsburgh and Philadelphia Metropolitan Areas in

September 2014 [14]. Cui et al. developed a prototype system

that extracts traffic accidents and traffic statuses from Sina

Weibo using natural language processing and machine learn-

ing methods. They also published these traffic events through

an Android based application [15]. Gutierrez et al. used

tweet messages from regional traffic agencies in UK to detect

traffic related events and geo locate the events on a map to

notify promptly users [16]. Tejaswin et al. extracted traffic

related entities from tweets based on background knowledge

from structured data repositories, and then used this data

for incident clustering and prediction [17]. Kurkcu et al.

captured traffic incident information from web-based map

providers and Twitter data, and further incorporated incident

information into their proposed virtual sensor methodology

for travel time collection [18]. Zhang et al. combined latent

Dirichlet allocation and document clustering models for

semantic filtering of incident-topic tweets [19].

The rich information embedded in online social media data

can help improve traffic prediction. He et al. developed a

linear regression model incorporating traffic data and Twitter

data to predict longer-term traffic flow where the forecasting

horizon is beyond 1 hour [20]. Experiments show that the

proposed model outperforms the existing auto-regression

based traffic flow prediction model. Ni et al. used social
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Fig. 1. Framework of Data Collection

media data to develop a short-term traffic flow prediction

model under sport game events [21]. Tweet rate features

and semantic features are incorporated the prediction mod-

el. Experiments demonstrate that including tweet features

can improve traffic flow prediction performances. Grosenick

extracted non-recurring events like traffic accidents from

twitter data and incorporated this information to predict

traffic speed on a single road segment with artificial neural

networks [22]. Abidin et al. developed a Kalman filter model

incorporating traffic information from social networks, to

predict bus arrival time [23], [24]. Ni et al. extracted event

information from social media data, and used both historical

transit data and real-time social media data to predict subway

passenger flow under event occurrences [25].

Previous researches have introduced the text mining tech-

niques to traffic information extraction and analysis. Howev-

er these methods are based on small data and fail to utilize

the semantics of sentences or documents. In this paper, we

firstly learn word embedding representations based on three

billion microblogs. The word embeddings could capture the

semantics of words and reduce the dimensions of microblog

feature spaces. Then we train a convolutional neural network

to extract traffic relevant microblogs form Sina Weibo. Our

experiments show that the proposed method can extract

traffic relevant microblogs with the highest F measure using

less memory compared to competitive methods.

The remainder of this paper is organized as follows. Sec-

tion II presents data acquisition and prepossessing techniques

used in this paper. Section III describes the methodology

including word embedding models and convolutional neural

network for microblog classification. Section IV presents

experimental results. Section IV gives conclusions and sug-

gestions for future work.

II. DATA ACQUISITION AND PREPROCESSING

A. Data Acquisition by Crawling Webpages

In this paper, we collect microblogs from Sina Weibo

platform by crawling its webpages as illustrated in Fig.

1. First, we send a search request with keywords, time

range, and geographic range to Sina Weibo and download

the response source codes as HTML files. Then, regular

expressions are utilized to match the microblog content

and corresponding attribute such as the microblog ID, user

ID and timestamp. Last, we store the structured data in a

database for future retrieval.

B. Word Segmentation and Indexing

There is no word delimiter in Chinese sentences compared

to English sentences. Thus the first step to Chinese natural

language processing is segmentation. And the performances

of word segmentation are critical for the following text

mining. Among the several source tools to segment Chi-

nese words, we choose ICTCLAS (Institute of Computing

Technology, Chinese Lexical Analysis System) in this paper,

which is widely used and has high-performance [26].

After Chinese word segmentation, learning word embed-

dings and building microblog feature vectors could be done

directly. However as the size of vocabulary is large, the

direct searching method is inefficient. In this paper, we

build a search tree for efficiently accessing the vocabulary.

And the Huffman tree is selected as the search tree. It is

worth to mention that the word2vec model given in the next

section also needs to construct a Huffman tree. Thus we

build a Huffman tree once for both training word embedding

representations and constructing microblog feature vectors.

The process to construct a Huffman tree is illustrated in Fig.

2. By initializing an empty vocabulary, the first step is to read

segmented microblogs, and then it needs to decide whether

there are new words for the vocabulary. The next step is to

add the new words to the vocabulary firstly if there are any

ones. Then update the number of occurrences of words. The

last step is to build the Huffman tree based on the frequency

of words, in which words with higher frequency end up with

shorter root-to-leaf paths.

III. METHODOLOGY

A. Word Embedding

Natural language processing systems traditionally repre-

sent each word as a one-hot vector [27]. It is a vector filled

with 0s, except with 1 at the position associated with the

word. The one-hot representation is very high-dimensional

and sparse. Moreover, such representation cannot capture

Fig. 2. Flowchart of Data Prepossessing
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Fig. 3. Model Architecture of CBOW and Skip-Gram

semantic similarity between words. Representing words in

a continuous vector space has been proved to be effective

in natural language processing tasks by grouping similar

words. Recently, using neural networks to get the word

representations are very attractive and interesting because

the learned vectors explicitly encode many linguistic regu-

larities and patterns. The Continuous Bag-of-Word (CBOW)

model and the Skip-Gram model are two well performed

approaches to learn word embedding representations [28]–

[31]. These two methods mirror each other. The objective

to be optimized of the CBOW model is to find word vector

representations that are useful for predicting the middle word

under a context, while the Skip-Gram model tries to learn

word vector representations by maximizing the probability

of predicting surrounding words based on the middle word

as shown in Fig. 3. In this section, we focus on the derivation

of the CBOW model. Meanwhile due to high computational

complexity of the original CBOW model and the Skip-Gram

model, hierarchical softmax or (and) negative sampling are

applied in the training processes. Hierarchical softmax uses

a Huffman tree, a binary tree, to code all of the words

in the vocabulary. In the CBOW model with hierarchical

softmax, the hidden layer is designed to average the input

word vectors, so that the output of hidden layer is:

h =
1

C

∑

u∈context(w)

v(u) (1)

where v(u) represents the vector of the word u, context(w)
is the set of contextual words of the word , and C is the

cardinality of the set . Given the context, the conditional

probability of the word w is:

p(w|context(w)) =
L(w)−1∏

j=1

{
σ(hTv

′
nw,j

)(1−dw
j+1)

∗
[
1− σ(hTv

′
nw,j

)(1−dw
j+1)

]}
(2)

where nw,j is the j − th inner point from the root to word

w in the Huffman tree, v
′
n is the vector of inner point n,

L(w) is the length of the path in Huffman tree for word ,

and dwj+1 is the j − th bit of Huffman code for word w. It

is straightforward to train the neural network by maximizing

the conditional probability in (2) for a target word . Take the

logarithm of the conditional probability and define the loss

function:

L = log p(w|context(w))

=

L(w)−1∑

j=1

{
(1− dwj+1) log σ(h

Tv
′
n(w,j))

+ dwj+1 log
[
1− σ(hTv

′
n(w,j))

]}
(3)

By maximizing the loss function using stochastic gradient

descent method, we can learn the parameters in an iterative

way.

B. CNN for Text Classification

CNN is a feedforward neural network that consists of

convolutional layers interspersed with pooling layers as

shown in Fig. 4 [32], [33]. A convolutional layer aims to

learn the region features. The convolution operation can be

summarized as moving a filter over the sentence matrix

(input map) and computing the dot products as shown in

Fig. 5. Convolution with one filter outputs a feature vector.

To learn more sophistical features, there are generally a few

distinct filters to convolve the input map, and all feature

vectors are concatenated into a new matrix called feature

map that would be passed to a pooling layer [34]–[36].

Given a sentence s = w1ww · · ·wN consisting of N
words, among which word w can be represented by V −
dimensional word vector, sentence s can be transformed

into a N × V dimensional matrix S called the input map.

The filter is a M × V dimensional matrix K. Considering

one filter p only, the i− th element of the feature vector is:

api = f(conv([v(wi) · · · v(wi+M−1),K
p]) + bp) (4)

Fig. 4. CNN Architecture for Text Classification
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where Kp is filter matrix, bp is the bias and f is the activation

function. And the operation conv(·) is defined as:

conv([v(wi) · · · v(wi+M−1),K
p]) =
M∑

r=1

Kp
(r,:)v

T(wi+r−1)
(5)

Substituting (5) into (4), we obtain:

api = f(
M∑

r=1

Kp
(r,:)v

T(wi+r−1)) (6)

Applying (6) repeatedly from equals 1 to (N − M +
1), then we have the full feature vector Ap =
(ap1, a

p
2, · · · , apN−M+1)

T of the convolution layer under the

filter p. If there are F filters in this case, the dimension of

output map is (N −M + 1)× F .

The pooling operation computes the average or maximum

of each region on the column of the feature map. This

operation reduces the dimension of feature map by merging

neighboring points, so that computation time is reduced and

more abstract information would be passed to the next layers.

By minimizing the categorical crossentropy L , we can obtain

the optimized parameters, which are here denoted as θ. More

formally,

θ = argmin
θ

L(Ȳ , Y ) (7)

where Ȳ is the output distribution of a CNN model and Y
is the true value distribution.

IV. EXPERIMENTS

A. Dataset Description

There are two datasets, one dataset is collected for learning

word embedding representations and another one is used to

train classification modes.

AS learning word embedding is transformed into an un-

supervised machine learning issue, it is probable that we

construct a large dataset. We have collected about 3 billion

microblogs so far. And this dataset covers one million users.

All these microblogs are utilized to build a Huffman tree as

described in section II, which would be used to train word

embedding model and transform the labeled microblogs to

feature vectors.

The second dataset is used to train classification models.

This dataset is manually labeled as training models to classify

microblogs into traffic relevant and traffic irrelevant ones

is a supervised machine learning problem. The microblogs,

posted from January 2010 to December 2015 in Shanghai,

China, were collected by searching Sina Weibo with key

words that are manually chosen. The key words adopted

are given in Table I, and we have collected 40 thousand

microblogs. From the 40 thousand candidate microblogs,

we manually selected and labeled 5 thousand microblogs

as traffic relevant ones and other 6 thousand microblogs as

traffic irrelevant ones.

The labeled microblogs were firstly segmented with ICT-

CLAS. Then they are transformed into a sequence of word

TABLE I

KEYWORDS TO SEARCH MICROBLOGS

Chinese Word English Translation
, Congestion

Traffic accident

Sideswipe

Accident

Detour

, Car Crash

Jam

Real time traffic

embedding representations by searching the Huffman Tree.

To feed into deep neural network efficiently, the word

sequence of each microblog for training the classifier was

padded into a sequence with the same length. In our exper-

iment, the maximum length of word sequences in manually

labeled dataset is 156. And zero vectors were padded after

each sequence until its length reached 156. As the dimension

of word vector is 200 (more details in next subsection), the

features of a microblog fill a 156×200 matrix, which would

be feed into classification models. All the models employed

in this paper would utilize this feature matrix as input if there

is no additional declaration.

B. Learning Word Embedding Representations

We use the CBOW model to learn word embedding rep-

resentations for extracting traffic relevant microblogs. Each

word in the corpus is represented with a word vector and the

dimension of this vector is set to 200. The size of the context

window is set to 5, namely utilizing 5 words to the left

and to the right of a target word. To optimize computational

efficiency, we applied hierarchical softmax technique.

C. Performance Indexes of Classification Models

To evaluate the performance of the proposed deep neural

network models, we employ three statistical metrics, which

are precision, recall and F-measure. These indexes are com-

monly used in evaluating the classifiers. Table II defines these

three indexes. As all these indexes are class specific, for a

certain class with label l, true positive (TP ) represents the

number of instances with label l correctly assigned with label

l, false positive (FP ) represents the number of instances

with any other labels except l incorrectly assigned with the

label l, and false negative (FN) represents the number of

instances with label l incorrectly assigned with any other

labels exception l. Precision measures the exactness of a

classifier and recall represents its effectiveness. To get a

tradeoff between precision and recall, F measure is defined as

the weighted harmonic mean of precision and recall. When

β equals to one, F measure is also called F1 score, which is

commonly used in evaluating classification models.
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TABLE II

PERFORMANCE INDEXES

Index Definition

Precision pre = TP
TP+FP

Recall rec = TP
TP+FN

F measure Fβ = (1 + β2) pre·rec
β2·pre+rec

D. Determination of the Structure and Hyperparameters of
a CNN model

To obtain the best performance model, we ran grid search

on the depth of convolutional layers, the pooling strategies,

the number and length of filters in convolutional layers,

and the number of epoch. We have experimented the CNN

models with one, two and three convolutional layer and the

following pooling operations were chosen from maximum

pooling and average pooling. The filter number was chosen

from {15, 50, 100, 150} and the filter length was set from 2
to 6 with stride 1. Batch size was set 100 and epoch number

started from 1 to 20. In addition, we have also evaluated

the performance of model by adding a vanilla hidden layer

below the top output layer. By running grid search, the

model with one convolutional layer and 100 filters whose

length is 4 achieved the best score. The best architecture

employed a maximum pooling layer and a vanilla hidden

layer with 50 output units. The best performing structure

and hyperparameters are summarized in Table III.

TABLE III

STRUCTURE AND HYPERPARAMETERS OF THE BEST PERFORMING CNN

MODEL

Convolutional Layers 1

Filter Number 100

Filter Length 4

Pooling Strategy maximum pooling

E. Results

For comparison, we tested SVM model that was reported

with good performance for text classification. One SVM

model, named as bow-SVM, takes bag of unigram and

bigram as input. And vecseq-SVM takes the feature matrix

obtained in the subsection dataset description as input that

is same for all other modes. Both two SVM models were

trained using LIBLINEAR library [37], [38]. We also test

multi-layer perceptron method with one hidden layer to

compare with the proposed CNN method.

The detection results of traffic relevant class with different

classification approaches are given in Table IV. For each

approach, the experiments were conducted under tenfold

cross-validation. As the F measure balances the precision and

recall, we take F1 measure as an example. The measures of

CNN model achieved the highest score for traffic relevant

class, which is 0.8983. Among the competitive methods,

bow-SVM achieved the best F1 score. It is worth to mention

that for traffic relevant class, the precision of bow-SVM

model is the highest compared to that of all other methods.

However this model consumes large amount of memory as

the dimension of its feature space in this paper is 276, 679
which is nearly ten time over that of other three models.

TABLE IV

PERFORMANCES COMPARISON OF SVM, MLP AND CNN FOR TRAFFIC

RELEVANT CATEGORY

pre rec F1

bow-SVM 0.9095 0.8727 0.8908

vecseq-SVM 0.8368 0.7992 0.8176

MLP 0.8752 0.8719 0.8737

CNN 0.8961 0.9006 0.8983

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we discuss the emerging social transportation

topic on extracting traffic information from social media. Our

paper provides novel methods for extracting traffic relevant

information from Sina Weibo. Different from many existing

approaches that are based on a small volume of data and

use bag of n-gram language model, our methods utilize the

word semantics and employ deep neural networks to learn the

abstract features of microblogs based on a large dataset. We

first train the word vectors with Skip-Gram model. Using the

word embedding representations, we transform the manually

labeled microblogs into feature vectors, which are used to

train CNN models. We have experimentally show that the

improvement of F1 measure of extracting traffic relevant

microblogs.

For future work, it would be interesting to further clas-

sifying traffic related microblogs into more categories like

traffic accidents, traffic status, etc. Furthermore, inferring

and reasoning traffic status by fusing social media data and

traditional physical traffic detector data is also very attractive.
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