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Abstract. Iris recognition is a reliable method to protect the security of
mobile devices. Low resolution (LR) iris images are inevitably acquired
by mobile devices, which makes mobile iris recognition very challeng-
ing. This paper adopts two pixel level super-resolution (SR) methods:
Super-Resolution Convolutional Neural Networks (SRCNN) and Super-
Resolution Forests (SRF). The SR methods are conducted on the nor-
malized iris images to recover more iris texture. Ordinal measures (OMs)
are applied to extract robust iris features and the Hamming distance is
used to calculate the matching score. Experiments are performed on two
mobile iris databases. Results show that the pixel level SR technology
has limited effectiveness in improving the iris recognition accuracy. The
SRCNN and SRF methods get comparable recognition results. The SRF
method is much faster at both the training and testing stage.
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1 Introduction

With the growing demand for high security of smartphones, iris recognition is an
emerging method for mobile authentication. Iris has merits of high uniqueness
and distinctiveness. Compared with traditional knowledge-based mobile authen-
tication systems, iris recognition is more reliable and user-friendly. Mobile iris
recognition is generally used in more flexible conditions. It extends the applica-
bility of a traditional iris recognition system but also brings about new chal-
lenges. Due to limitations of mobile imaging sensors, many low resolution (LR)
iris images are acquired. Figure 1 shows the comparison of iris images obtained
by a mobile device and a specific equipment from IrisGuard. We can see the res-
olution of mobile iris images is lower and some iris texture details are inevitably
lost. This will degrade mobile iris authentication accuracy. A straightforward
idea is to increase the resolution of iris images.

Super-resolution (SR) is widely used to enhance image resolution. It usually
takes one or more low resolution images as input and maps them to a high
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(a) Mobile device (b) IrisGuard

Fig. 1. Comparison of iris images obtained by a mobile device and IrisGuard. The res-
olution of mobile iris images is lower and some iris texture details are inevitably lost.

resolution (HR) output image [1]. Single image super resolution (SISR) receives
much attention nowadays. Most of SR methods only focus on visual effect, while
SR in biometrics mainly aims at improving the recognition rate. Super-resolution
technology used for iris recognition can be conducted at pixel level [2], feature
level [3] and code level [4]. Among them, pixel level SR occupies the majority
because it is simpler and more direct. After SR, higher resolution iris images or
enhanced feature codes are fed into the traditional recognition procedure [5]. In
this way, the recognition accuracy can be improved.

In this paper, to solve the problem of low resolution iris images acquired by
mobile devices, two SISR methods are adopted: (1) the first one is the Super-
Resolution Convolutional Neural Networks (SRCNN) [6], which is based on deep
learning that can directly learns an end-to-end mapping between LR and HR
images; (2) the second one uses Super-Resolution Forests (SRF) [7], which is fast
in both training and evaluation. Both of the above SR methods are conducted
at the pixel level on the normalized iris images. Afterwards, iris features of
higher resolution images are represented by ordinal measures (OMs) [8]. The
Hamming distance is used to calculate the matching score of two iris codes.
The schematic diagram is shown in Fig. 2. Experiments are performed on two
mobile iris databases to verify the effectiveness of SR technology in improving
the recognition rate. The remainder of this paper is organized as follows: Sect. 2
describes technical details. The experimental results are presented in Sect. 3 and
finally Sect. 4 concludes the paper and outlines future works.

2 Technical Details

2.1 Image Preprocessing

Images acquired by mobile devices contain two eyes. Image preprocessing
includes three steps. Firstly, coarse eye regions are detected by Adaboost eye
detectors [9]. Then iris boundaries and eye centers are localized using the method
proposed by He et al. [10]. Thirdly, the annular iris image is unfolded to a 70×540
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Fig. 2. The schematic diagram.

rectangle image using the rubber sheet model [11]. Subsequently, pixel level
super-resolution is performed on the normalized iris images.

2.2 Image Super-Resolution

Super-Resolution Convolutional Neural Networks (SRCNN). The con-
volutional neural networks (CNNs) are adopted to learn the non-linear mapping
function between LR images to HR images [6]. The used CNNs have a light-
weight structure that only has three convolutional layers: the first layer extracts
n1-dimensional feature maps of LR image patches; the second layer maps these
n1-dimensional feature vectors into n2-dimensional feature maps of correspond-
ing HR image patches; the last layer aggregates above HR patches to generate
the final HR image. The loss function is mean squared error between the recon-
structed images and the corresponding ground-truth HR images.

Super-Resolution Forests (SRF). Random forests are used to directly map
from LR to HR patches [7]. Random forests have merits of highly non-linear that
are usually extremely fast during both training and evaluation. SRF build on
linear prediction models in leaf nodes. During tree growing, a novel regularized
objective function is adopted that operates on both output and input domains.
In this way, higher quality results for SISR can be achieved.

2.3 Iris Feature Extraction and Matching

The robust local feature descriptor ordinal measures (OMs) are used to extract
iris features [12]. We use both the di-lobe and tri-lobe ordinal filters, as shown in
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Fig. 3. At first, a large feature pool is generated. We divide the normalized iris
image into multiple regions and various ordinal filters are applied on different
regions. Afterwards, the AdaBoost algorithm [13] is used for feature dimension-
ality reduction that only the most distinctive features are selected.

Fig. 3. The di-lobe and tri-lobe ordinal filters.

We calculate the Hamming distance (HD) [11] of two iris feature templates
to get the matching score. To overcome iris rotation variations, we rotate iris
feature templates several angles to get the best matching score.

3 Experimental Results

3.1 Training

The training set includes 91 images that is widely used in SR technology [1].
The LR images are synthesized from the ground truth HR images through down-
sampling and Gaussian blur. SRF can be trained within minutes on a single CPU
core, which is very efficient. However, it takes three days to train the SRCNN
on a GTX 770 GPU.

We also use HR iris images obtained by IrisGuard and corresponding LR iris
images by down-sampling to train the models. But similar recognition results
with using the models trained in [6,7] are acquired. Hence, in our subsequent
experiments, we use the models in [6,7]. One normalized mobile iris image is
input into the trained SR model and the corresponding HR image is output.

3.2 Test Databases

CASIA-Iris-Mobile-V1.0. This is the first public near-infrared (NIR) mobile
iris database [14]. It includes 1400 face images and 2800 iris images from 70
Asians. A small NIR imaging module that connected to smartphones by USB is
used. Images are captured at about 25 cm standoff distance. The resolution of
the whole image is 1080× 1920 while the diameter of an iris is about 110 pixels.
Example images are shown in Fig. 4.

CASIA-Iris-Mobile-V2.0. This is the largest NIR mobile iris database that
contains 6000 images from 200 Asians [15]. It uses a new NIR imaging module
that connected to smartphones by USB. Images are acquired at varying standoff
distances: 20, 25, 30 cm and the corresponding iris diameter is about 132, 153, 195
pixels, respectively. The resolution of the whole image is 1968 × 1024. Example
images are shown in Fig. 5.
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Fig. 4. Example images in the CASIA-Iris-Mobile-V1.0 database.
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Fig. 5. Example images in the CASIA-Iris-Mobile-V2.0 database.

Table 1. EER results, where ‘Iris LR Fusion’ represents the score level fusion of left
and right iris by the sum rule.

Right iris Left iris Iris LR Fusion

Raw image 7.57 % 5.36 % 3.89 %

SRCNN 6.94 % 4.95 % 3.65 %

SRF 6.98 % 5.01 % 3.61 %

3.3 Results on CASIA-Iris-Mobile-V1.0 Database

We use the same testing images as used in [14] that contains 1800 iris images from
45 subjects. Both the SRCNN and SRF super-resolution methods are used to
enhance the resolution of iris images. We implement both methods by MATLAB
and run in a PC with 2.67 GHz CPUs. Experiments are conducted on left and
right iris images separately and then score level fusion of left and right iris by the
sum rule is performed to boost the recognition accuracy. The equal error rate
(EER) results are listed in Table 1. The receiver operating characteristic (ROC)
curves are shown in Fig. 6.
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Fig. 6. ROC curves of SRCNN and SRF on CASIA-Iris-Mobile-V1.0 database.

Table 2. EER results at various distances.

20–20 cm 20–25 cm 20–30 cm

Raw image 0.64 % 1.69 % 1.83 %

SRCNN 0.54 % 1.49 % 1.82 %

SRF 0.55 % 1.51 % 1.83 %

3.4 Results on CASIA-Iris-Mobile-V2.0 Database

We use the same testing images as used in [15] that contains 6000 iris images
from 100 subjects. Both the SRCNN and SRF super-resolution methods are used
to enhance the resolution of iris images. Experiments are performed at various
distances (20–20 cm, 20–25 cm, 20–30 cm) using a single eye. The EER results
are listed in Table 2. The ROC curves are shown in Fig. 7.

Experiments on the two databases get similar conclusions: (1) the SRCNN
and SRF methods get comparable recognition results. SRCNN method takes
about 3 s on one normalized image with size of 70 × 540 while the SRF method
takes only about 0.3 s on the same image. The SRF method is much faster;
(2) the SR technology has limited effectiveness in improving the recognition
accuracy. The limitations are as follows: pixel level SR is not directly related to
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Fig. 7. ROC curves of SRCNN and SRF on CASIA-Iris-Mobile-V2.0 database.

recognition and may introduce spurious information; the SR model is trained
with synthesizing LR images that are very different with real-world LR images.

4 Conclusions

In this paper, to solve the problem of low resolution iris images acquired by
mobile devices, we have adopted two super-resolution methods: SRCNN and
SRF at the pixel level. Acquired images are first preprocessed and the SR meth-
ods are performed on the normalized iris images. Afterwards, ordinal measures
are used to extract robust iris features and the Hamming distance is used to
calculate the matching score. The methods are evaluated on two mobile iris
databases. We have found the SRCNN and SRF methods get comparable recog-
nition results. The SRF method is much faster at both the training and testing
stage. Experimental results show that the pixel level SR technology has limited
effectiveness in improving the recognition accuracy because it is not directly
related to recognition and may introduce spurious information. We should pay
more attention to access more information, such as multi-frame SR that can use
complementary information of various images. Our future work will also focus
on adding recognition supervision to SR and performing SR at the feature and
code level to directly boost the recognition accuracy.
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