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Abstract—In order to build computer vision systems with 
good generalization capability, one usually needs large-scale, 
diversified labeled image data for learning and evaluating the in-
hand computer vision models. Since it is difficult to obtain 
satisfactory image data from real scenes, in this paper we 
propose a unified theoretical framework for image generation, 
called parallel imaging. The core component of parallel imaging 
is software-defined artificial imaging systems. Artificial imaging 
systems receive small-scale image data collected from real scenes, 
and then generate large amounts of artificial image data. In this 
paper, we survey the realization methods of parallel imaging, 
including graphics rendering, image style transfer, generative 
models, and so on. Furthermore, we compare the properties of 
artificial images and actual images, and discuss the domain 
adaptation strategies. 
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I.  INTRODUCTION 
Computer vision has developed rapidly in recent years, and 

it has been used in intelligent transportation, security 
monitoring, biometric authentication, commercial 
surveillance, human-machine interaction, and so on [1]–[4]. 
The core of computer vision is vision computing model (or 
visual model for short). To improve performance of computer 
vision system in practice, we need large-scale and diversified 
image data with labels to learn and evaluate the visual models 
[5]–[7]. However, collecting and labeling large-scale image 
data from real scenes is time-consuming, and only small-scale 
image data can be obtained and annotated, which fail to cover 
complex dynamic environments. 

 In 2016, Wang et al. extended the parallel system theory 
and ACP approach [8]–[14] to the vision computing field, and 
proposed the concept, framework and key techniques of 
parallel vision [15], [16]. Parallel vision focuses on 
constructing systematic theories and methods for visual 
perception and understanding of complex scenes, as shown in 
Figure 1. Artificial scenes are used to model and represent 
complex real scenes, and make it possible to collect and label 
large-scale and diversified image data. Computational 
experiments are utilized to train and evaluate a variety of 

visual models,  and parallel execution is conducted to optimize 
the vision system online by virtual-real interaction. In parallel 
vision, the artificial virtual space is the new half space of 
solving complex vision problems. With real physical space, it 
composes the intact “complex space” of solving complex 
vision problems. Obtaining images meeting specific 
requirement from artificial virtual space is the first step of 
parallel vision. 

 

Fig. 1. Basic framework of parallel vision, for which parallel imaging 
provides real and artificial images 

This paper proposes a unified framework of image 
generation, called parallel imaging. Parallel imaging is a 
branch of parallel vision, providing image data for parallel 
vision. The relationship between them is illustrated in Figure 
2. The core component of parallel imaging is various 
software-defined artificial imaging systems. We obtain small-
scale images from real scenes, and then put them into artificial 
imaging system to generate a large number of artificial 
images. These artificial and real images compose large-scale 
parallel images, which are then used to solve complex vision 
problem. 

 

Fig. 2. Relationship between parallel imaging, parallel vision and parallel 
learning. 
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The rest of this paper is organized as follows. Section 2 
introduces the principles of parallel imaging. Section 3 
summarizes the implementation methods, including graphics 
rendering, image style transfer and generative models. Section 
4 analyzes the features of artificial and real images, and 
discusses domain adaptation. Section 5 provides an outlook of 
the developing trends of parallel imaging. Section 6 
summarizes this paper. 

II. FUNDAMENTAL OF PARALLEL IMAGING 
Traditional image generation methods use cameras to take 

photos in real scenes, and then directly use these images or 
add random noise to the images as the input of the visual 
model. However, collecting and annotating large-scale image 
data from the real scene is not only time-consuming and 
laborious, but also difficult to guarantee the diversity of image 
data [17], [18]. In view of the limitations of traditional image 
generation methods, a parallel imaging theoretical framework 
is proposed in this paper. 

Figure 3 shows the technological flowchart of the parallel 
imaging. Collect the real image “small data” from the real 
scene, input them to the artificial imaging system defined by 
the software, and automatically generate a large number of 
new artificial image data by analyzing and absorbing the 
characteristics of the real image. These artificial image data 
and the actual image “small data” together constitute the 
parallel image “big data” combining reality and virtuality. On 
the basis of computational experiments and parallel execution 
of parallel vision, get “little knowledge” used in some specific 
scenarios or tasks by learning. The “little” here means 
intelligent knowledge of the specific problems that need to be 
addressed, rather than a small amount of knowledge. The 
dashed box shows the core unit of the parallel imaging, i.e., 
the software-defined artificial image system. 

III. METHOD FOR REALIZING PARALLEL IMAGING 
There are many ways to realize the artificial image system: 

use computer graphics to synthesize images; build artificial 
scenes, and then render them; transfer the style of existing 
image to another to change its appearance; establish a 
generative model, directly output artificial images which meet 
the requirements. This section discusses three methods. 

A. Graphics rendering 
With the aid of advanced computer graphics, virtual 

reality, and micro simulation, we construct artificial scenes to 
simulate and represent complex and challenging actual scenes, 
and then render and generate artificial image with certain style 
[15], [16]. There have been many open source or commercial 
game engine and simulation tools, such as OpenStreetMap, 
CityEngine, and Unity3D, which can be used for artificial 
scene construction and graphics rendering. 

 Artificial scenes are made up of many elements, including 
static objects, moving objects, seasons, weather, light sources, 
and so on. For example, the elements of an artificial outdoor 
scene are shown in Table 1. Agent is used to represent the 
scene elements, and the multi-agent simulation is performed 
according to the physical rules. We use agent to represent 

objects and environments in an artificial scene. each agent has 
its own attributes. 

 

Fig. 3. Technological flowchart of parallel imaging. 

TABLE I.  COMPONENTS FOR ARTIFICIAL OUTDOOR SCENES 

Scene 
element content 

Static object buildings, sky, roads, sidewalks, fences, plants, 
columns, traffic signs, road markings, etc. 

Dynamic 
object 

cars (cars, vans, buses), bicycles, motorcycles, 
pedestrians, etc 

Season spring, summer, autumn and winter 
Weather overcast, rain, snow, fog, haze and so on 
Light source sun, street lamp, automobile lamp, etc. 

 

 
Fig. 4. Effects of graphics rendering given different weather conditions (Left 
top: cloudy weather; right top: sunny weather; left bottom: foggy weather; 
right bottom: raining weather.) 

As shown in Figure 4, we set different weather conditions 
in artificial scene, render it and obtain artificial images. In 
addition, the actual scene is usually uncontrollable, non-
repeatable, and difficult to annotate. Compared with it, the 
artificial scene is controllable, repeatable and automatic 
annotated. We can completely control the object appearance, 
motion pattern, illumination, weather condition, camera 
position, view angle and so on in the artificial scene, and 
generate various virtual images. Artificial scenes can also be 
used to accelerate the experiment. For example, for object 
detection and segmentation, we can quickly get diversified 
artificial images by changing the color of target object in 
consecutive frames, which is not possible in the real scene. 



 

 
 (a) Style images         (b) Content images        (c) New images 

Fig. 5. Example effects of image style transfer. 

B. Image style transfer 
Image style transfer refers to the process of transferring 

the style of an image (style image) to another image 
(content image). The goal of style transfer is to obtain a new 
image, which is similar to the style image in artistic effect 
but consistent in content with content image [19]-[24]. With 
the style transfer technique, we can use existing images to 
generate lots of artificial images with different illumination, 
time, weather and season. In Figure 5, the first row shows 
the style image is a nocturnal city image (on the left), the 
content of image is a daytime city image (in the middle), 
style transferring can get a picture has the same illumination 
with the style image, and same scene layout with the content 
image (on the right). 

At present, there are two main methods to realize image 
style transfer: texture synthesis and convolutional neural 
network. Other style transfer methods include image 
analogies [20] and color and texture transfer [21]. 

Efros et al. propose a texture synthesis method based on 
patch quilting [22]. This method partition content image 
into several patches, search the most matching patch in style 
image for each patch, and quilt them in an empty canvas. 
Ashikhmin et al. propose a method for speeding up this 
transfer [23]. 

Gatys et al. propose a style transfer method based on 
Convolutional Neural Networks (CNN) [24]. Firstly, a noisy 
image is deemed as the output image. Input the noise image, 
the style image and the content image respectively into the 
trained CNN, and get feature maps of each image. 
According to the loss function, compute the gradient of the 

output image using the error back-propagation, and 
iteratively update the output image. 

Gatys et al. defined two loss functions: the error 
between the style image S  and the output image O  and the 
error between the content image I  and the output image 
O . The final loss function is the weighted sum of both: 
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C. Generative models 
The basic idea of generative models is to build a model 

of observation samples, and then use the model to predict. 
Generative adversarial networks (GANs) [25]-[32] are the 
advanced research of generative models with great ability of 
generating image. 

 Inspired by two-player zero-sum game, Goodfellow et 
al. [27] propose GANs in 2014. The computation procedure 
and structure of GAN is shown in Figure 6. Any 
differentiable function can be used as the generator and the 
discriminator. Here, we use differentiable functions D and G 
to represent the discriminator and the generator, and their 
inputs are real data x and random variables z, respectively. 
G(z) represents the sample generated by G and obeying the 
distribution pdata of real data. If the input of discriminator D 



 

is from the real data x, D should classify it to be true and 
label it as 1. If the input is from G(z), D should classify it to 
be false and label it as 0. The purpose of D is to achieve 
correct classification of the data source: real or false, while 
the purpose of G is to make performance of the generated 
data G(z) on D (i.e., D(G(z)) consistent with the 
performance of real data x on D (i.e., D(x)). The adversarial 
optimization process improves the performance of D and G 
gradually. Eventually, when the discrimination ability of D 
has been improved to a high level but cannot discriminate 
the data source correctly, it is thought that the generator G 
has captured the distribution of real data. 

 

Fig. 6. Computation procedure and structure of GAN. 

From the perspective of parallel imaging, GAN can be 
regarded as an artificial image generator, and artificial 
images can be obtained by image generation or translation. 
Parallel imaging applications are implemented primarily by 
the GAN derived model [28]–[32]. In this paper, we 
introduce three models closely related to parallel images. 

Berthelot et al. [28] propose Boundary Equilibrium 
GAN (BEGAN). It draws on the strengths of both EBGAN 
[29] and WGAN [30], and achieves amazing effect under 
simple model and standard steps. BEGAN can generate 
high-quality human face with resolution of 128×128, 
including diverse gesture, expression, sex, color, light, beard 
and so on, as showed in Figure 7. 

Shrivastava et al. [31] propose SimGAN to narrow the 
distribution gap between synthetic images and real images. 
They propose a simulated and unsupervised learning method 
that uses unlabeled real images to improve the fidelity of the 
synthesized images while maintaining the annotations of 
synthetic data. Figure 8 shows the structure of SimGAN, the 
synthesized image is processed by the Refiner neural 
network R to obtain a refined image, and discriminator D is 
used to discriminate whether the image is real or refined. 
Refiner network R and discriminator D update alternately. 

 

Fig. 7. Face samples generated by BEGAN. 

 

Fig. 8. Structure of SimGAN. 

Zhu et al. [32] propose CycleGAN for learning to 
translate an image from a source domain to a target domain 
in the absence of paired examples. Duel to the loop 
consistency constraint in its structure, CycleGAN can 
transfer towards two directions without information lost, 
and generates realistic image with the original information 
obtained, avoiding mode collapse problem. CycleGAN is a 
general-purpose method and can be applied to a wide range 
of image-to-image translation tasks, including style transfer, 
object transfiguration, season transfer, and photo 
enhancement, as shown in Figure 9. 

IV. THOUGHTS AND ANALYSES 

A. Comparison of artificial images with real images 
Firstly, we hope artificial image can be more realistic. 

However, artificial images generated by graphical rendering 
have limitations on fidelity, and the value of a single 
artificial image is usually lower than that of a single real 
image. Luckily, GAN (e.g., CycleGAN) can translate an 
image from a source domain to a target domain, and can 
make the fidelity of artificial images infinity close to the 
real images which cannot be discriminated correctly by the 
discriminator. 

Secondly, in diversity, artificial images have some 
advantages. The real world is diverse, and there are objects 
of various colors and movement pattern. However, because 
of the difficulty in data sample and annotation, the dataset of 
real scene is usually not various enough, especially lacking 
of data in bad lighting and weather conditions. Image style 
transfer, generative model and other methods can further 
improve the diversity of artificial images. Therefore, the 
artificial image dataset seems to be more diverse than the 
real image dataset. 

Finally, the scale of artificial images is almost unlimited. 
The size of an artificial image can be arbitrarily large as 
long as the computing and storage resources are adequate. 
What s more important is that the true value annotation 
information of artificial images can be automatically 
generated without manual annotation that takes time and 
effort. Image style transfer, generative model and other 
methods can enlarge the scale of artificial images, which 
maintain or automatically obtain tag information for 
artificial images. Thus, the scale of a labeled artificial image 
dataset can be much larger than with a labeled real image 
dataset. 



 

 

Fig. 9. Example results of CycleGAN for image-to-image translation. 

In conclusion, artificial image systems have the potential 
to build large scale, diverse and labeled artificial image 
datasets to avoid overfitting and improve the generalization 
ability of vision model. Theoretically, the fidelity of 
artificial images can be infinitely close to that of the real 
image, and the discriminator can’t even distinguish the two 
kinds of verisimilitude. Nevertheless, due to the fact that 
artificial images and real images come from different fields, 
there are dataset bias problems that require domain 
adaptation. 

B. Domain adaptation strategy 
Artificial image datasets can be used to learn and 

evaluate visual models. Because artificial images and real 
images come from different fields, there is a gap in the 
distribution (that is, Dataset bias)  Three domain adaptation 
strategies can be used to handle dataset bias problems. 

1) Unsupervised domain adaptation strategy: A large 
scale labeled artificial image data and large-scale unlabeled 
real image data are used to train the visual model. This 
strategy does not require any labeled data in the target 
domain. 

2) Supervised domain adaptation strategy: A large scale 
labeled artificial image data and small-scale labeled real 
image data are used to train the visual model. This strategy 
doesn’t use the unlabeled real image data. 

3) Semi-supervised domain adaptation strategy: Large 
scale labeled artificial image data, small scale labeled real 
image data and large-scale unlabeled real image data are 
used to train the visual model. This strategy usually yields 
the best performance because it uses the most data. 

V. DEVELOPMENT TREND 
We believe that the parallel imaging will be realistic, 

diverse, rapid and intelligent in the future, making the 
artificial image more vivid and diverse, faster generated, 
generation process more intelligent. Therefore, it is 
necessary to develop new mathematical tools and models to 
further strengthen the application of machine learning 
techniques such as deep learning, adversarial learning and 

parallel learning in image style transfer and generative 
model. Guide the direction of image generation by combine 
with the specific application scenarios, based on the idea of 
predictive learning and ensemble learning. 

Traditionally, image generation has largely relied on 
sensing, but now it is increasingly dependent on 
computation. Modern image generation systems are closely 
integrated with sensing, optics, algorithms, computation, 
and so on. Emerging fields such as computational 
photography, computational microscopy, mobile and 
distributed imaging, together with algorithms such as 
compressive sensing and Bayesian inversion, have greatly 
expanded the scope of traditional image generation. Because 
of the deep integration of sensing and computing, a new 
interdisciplinary direction, Computational imaging, has been 
spawned. Computational imaging focuses not only on image 
processing, but also on image generation as well as the 
integration of sensing and computing. Since the publication 
of the International Journal IEEE Transactions on 
Computational Imaging[33] in 2015, the research and 
development of computational imaging have been 
remarkably accelerated

The parallel imaging presented in this paper agrees well 
with the idea of computational imaging. Parallel imaging is 
a framework of image generation theory combining virtual 
and reality. It includes not only the real image generated by 
the sensor, but also the artificial image generated by the 
calculation. The artificial imaging system described in this 
paper has many methods of implementation, but it is similar 
to the computational imaging system as a whole. It is a 
combination of sensing, optics, algorithm and calculation. 
Therefore, the output of the imaging system can be 
calculated as an artificial image. We can draw on the 
research results in computational imaging field to deepen 
parallel imaging research. 

In the hardware aspect, the real image is taken by the 
camera at present, and the artificial image is mainly 
generated on the computer. In the future, the degree of 
integration of image parallel hardware system will become 
increasingly high, and there will be a new camera, which 
can be called “parallel camera”, with the real image and 



 

artificial image generated together, Parallel camera is 
embedded high-speed computing unit, integrated sensing (to 
generate real image) and calculating (to generate artificial 
image) function, which can output one channel of real 
images and multiple channels of artificial images at the 
same time, used for learning and evaluation of full of visual 
model directly. 

VI. CONCLUSION 
This paper presents a unified theoretical framework for 

image generation, called parallel imaging. As a branch of 
parallel vision, parallel imaging uses artificial images to 
expand the real image. This paper also summarizes the 
existing artificial image generation methods, including 
graphics rendering, image style transfer, generative models, 
and so on. The characteristics of the artificial image and the 
real image are compared and analyzed, and several domain 
adaptation strategies are discussed

Parallel imaging theory is closely related to the current 
research hotspot of computational imaging. We predict that 
parallel imaging will develop in the direction of realism, 
diversity, efficiency, and intelligence in algorithms and 
software, and will develop in the direction of integration of 
sensing and computing in hardware. In the end, it is likely 
that a novel image generation apparatus, parallel camera that 
is able to capture one channel of real image and multiple 
channels of artificial images at the same time, will emerge 
in the near future. 
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