CONTEXT-AWARE CASCADE NETWORK FOR SEMANTIC LABELING IN VHR IMAGE
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ABSTRACT

Semantic labeling for the very high resolution (VHR) image of urban areas is challenging, because of many complex manmade objects with different materials and fine-structured objects located together. Under the framework of convolutional neural networks (CNNs), this paper proposes a novel end-to-end network for semantic labeling. Specifically, our network not only improves the labeling accuracy of complex manmade objects by aggregating multiple context semantics with a cascaded architecture, but also refines fine-structured objects by utilizing the low-level detail in shallow layers of CNNs with a hierarchical pyramid structure. Throughout the network, a dedicated residual correction scheme is employed to amend the latent fitting residual. As a result of these specific components, the whole model works in a global-to-local and coarse-to-fine manner. Experimental results show that our network outperforms the state-of-the-art methods on the large-scale ISPRS Vaihingen 2D Semantic Labeling Challenge dataset.
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1. INTRODUCTION

Semantic labeling for the VHR image, which is to assign each pixel to a given object class, is a long-standing research problem in image processing, as it plays a vital role in infrastructure planning, territorial planning, urban change detection, and so on. However, as Fig. 1 shows, in urban areas, many manmade object categories are composed of a large number of different materials with similar color and texture. Meanwhile, fine-structured objects in cities (such as cars, trees) are small or threadlike and interact with each other through occlusions and cast shadows. Both result in that semantic labeling for this kind of image poses additional challenge.

Recently, most of the state-of-the-art methods for semantic labeling are developed on deep convolutional neural networks (CNNs). The fully convolutional networks (FCNs), which outputs the class likelihoods for each pixel in an image [1, 2], has boosted the accuracy of semantic labeling a lot than the patch-based approaches [3, 4]. Nevertheless, the feature map output by FCNs is coarse due to sub-sampling, resulting in inaccurate pixelwise labeling results, especially for complex urban images. Some researches try to mitigate the problem of coarse labeling by FCNs, either by utilizing local detail in CNNs’ shallow layers [5–8], or by introducing boundary detection to improve localization [9, 10]. However, these methods usually directly perform less effective stack of local detail and require extra boundary supervision.

On the other hand, to improve recognition accuracy of various objects, some recent works concentrate on utilizing the context of the image. To exploit multi-view context, [11–15] directly input multi-view images around the objects, but this operation is usually less efficient. Another way is to acquire context by CNNs, such as dilated convolution [16, 17], spp-net [18], multi-kernel convolution [19] and multi-stage features fusion [20, 21]. However, their stack-fusion strategies of multi-context ignore the hierarchical dependencies among the objects and scenes in contexts of different scales.

In this paper, we propose a novel context-aware cascade network as shown in Fig. 2. The aim of this work is to further advance semantic labeling in VHR image by focusing on three key aspects: context aggregating, fine-structured objects refinement and multi-feature fusion. Our contributions can be highlighted as follows: (1) A multi-context aggregating cascade model is proposed to capture global and local context with hierarchical dependencies. (2) An effective refinement model is proposed to refine the labeling map progressively, especially for fine-structured objects. (3) A residual correction scheme is proposed to amend the latent fitting residual in multi-feature fusion. (4) All the proposed models are embed-
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ded collaboratively in an end-to-end network, which achieves the state of the art on the large-scale ISPRS Vaihingen 2D Semantic Labeling Challenge dataset.

2. CONTEXT-AWARE CASCADE NETWORK

Since there are many complex scenes, semantic labeling for the image of urban areas is particularly difficult. For such a challenging task, we propose a context-aware cascade network (CAC-NET) as shown in Fig. 2, whose four aspects are described in the following: 1) Multi-context aggregating cascade, 2) Fine-structured objects refinement, 3) Residual correction and 4) Network training and labeling.

2.1. Multi-context aggregating cascade

Context is a critical factor to recognize complex manmade objects. Since deeper layers in CNNs contain wider (larger receptive field on the input image) and stronger (higher non-linearity) semantics, the context acquired from deep layers can capture strong semantic information. Meanwhile, multi-context can capture hierarchical dependencies. To aggregate multi-context with well-kept hierarchical dependencies, a novel cascade model is proposed, as shown in Fig. 3(a).

In our cascade model, we take multi-context by performing multi-scale unit operation on the last layer of CNNs, as shown in Fig. 2. Fig. 3(c) illustrates two different ways to perform unit operation, pooling and dilated convolution [17], where pooling size equals 8 and dilation rate equals 6. Multi-scale unit operation corresponds to multi-size regions on the last layer of CNNs. Large region (high-level context) contains wide information and small region (low-level context) otherwise. To hold the hierarchical dependencies in multi-level context, we aggregate them in a cascade manner, i.e., high-level context is aggregated first and low-level context next. Formally, it is described as:

$$T = R \left( \cdots R \left( R(T_1 \oplus T_2) \oplus T_3 \right) \oplus \cdots \oplus T_n \right),$$  

(1)

where $T_1, T_2, \cdots, T_n$ denote n-level context and $T$ is the final aggregated context. $s_{T_n}$ is the scale size of unit operation for context $T_n$, $\oplus$ denotes fusion. $R$ denotes the residual correction, which will be described in Subsection 2.3.

Our cascade model has two advantages. First, the context is acquired from deep layers in CNNs, which is more efficient than directly using multiple images as input (e.g. ten regions around each object are used in [12]). Second, multi-context is aggregated in a cascade manner. This is more effective than simply operating in a parallel stack [16, 21] as shown in Fig. 3(b), which loses the hierarchical dependencies.

2.2. Fine-structured objects refinement

The coarse output by FCNs-based methods results in much difficulty for precise semantic labeling, especially for fine-structured objects. Shallow layers in CNNs represent much local detail (such as edge and texture) of the image, which could be utilized for refinement of labeling map. Thus, an effective refinement model is proposed, as shown in Fig. 2. Specifically, the coarse output from the encoder is refined progressively with a hierarchical pyramid structure. Fig. 4 illustrates single process of refinement. Formally, it can be described as:

$$M^{i+1} = R e \left( R \left( L (M^i \otimes W_{M^i}) \oplus L (F^i \otimes W_{F^i}) \right) \right),$$  

(2)

where $M^i$ is refined map of last process and $F^i$ is the map of this process in shallow layers. $W_{M^i}$ and $W_{F^i}$ are the convolutional weights of $M^i$ and $F^i$ respectively, $\otimes$ denotes convolution and $\oplus$ is fusion. $L$ is the ReLU activation function. $R e$ denotes the resize process and $R$ is the residual correction.
To fuse finer detail in the next shallow layer, we resize current map to the corresponding higher resolution with bilinear interpolation to generate $M^{i+1}$.

The hierarchical pyramid structure is beneficial to progressively reintroduce the local detail of multi-stage features in shallow layers. This is more effective than directly stacking these features [6, 14], since the latter neglects the semantic gaps in multi-stage features.

The most relevant work with our refinement model is proposed in [8], however, they are quite different. Our model is focused on refinement with the specific properties (e.g., small dataset and complex scenes) of VHR image. Specifically, as shown in Fig. 2, only a few specific shallow layers are chosen considering complexity. Moreover, structurally, they are combined with several dedicatedly designed residual correction schemes, which are described in the following.

2.3. Residual correction

Usually, it is difficult to well fuse multi-level features in CNNs. The reasons are two-fold. First, CNNs have difficulty to directly fit a desired underlying fusion mapping when network deepens. Second, there exists latent fitting residual when directly fusing multi-level features. Thus, a residual correction scheme is proposed, as shown in Fig. 5, to amend fitting residual of multi-level feature fusion inside CAC-NET.

Building on the idea of deep residual learning [22], we explicitly let the stacked layers fit an inverse residual mapping instead of letting them directly fit a desired underlying fusion. Formally, let $f$ denotes fused feature and $\hat{f}$ denotes the desired underlying fusion. The stacked layers is expected to fit another mapping of $\mathcal{H}(\cdot) = \hat{f} - f$, thus to achieve $f' = f + \mathcal{H}(\cdot)$. Then, the impact of fitting residual can be offset to some extent. As demonstrated in [22], it is easier to fit the inverse residual mapping when network deepens, i.e., the residual can be well amended.

Specifically, the residual correction schemes are dedicatedly positioned in CAC-NET to mitigate the cumulative impact of fitting residual. Thus, CAC-NET can work effectively and efficiently in an end-to-end manner as shown in Fig. 2. Moreover, the skip connection is beneficial to the training of the proposed deep network.

2.4. Network training and labeling

The whole model is trained in end-to-end manner. Considering the GPU’s memory, we crop raw images to small patches. Then, we minimize the normalized logistic loss of the soft-max outputs over a given patch (batchsize equals 1) as:

$$\text{Loss} = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} -1(y^i = j) \log \left( \frac{\exp(z^i_j)}{\sum_{l=1}^{K} \exp(z^i_l)} \right),$$

where $N$ is the number of pixels in a patch and $k$ the number of classes. For the $i$-th pixel, $y^i$ denotes its label and $(z^i_1, \cdots, z^i_K)$ is the output prediction vector. $1(y = j)$ is an indicator function, it takes 1 when $y = j$, and 0 otherwise.

In labeling stage, to mitigate the discontinuity caused by cropping, we take multi-scale labeling of 0.5, 1 and 1.5 of raw image, and average the final scores at multiple scales. The detailed labeling procedure for each patch is shown in Algorithm 1. Finally, the semantic labeling results of the whole image is constituted by the predicted class labels of all patches.

3. EXPERIMENT

We conduct experiments on the large-scale ISPRS Vaihingen 2D semantic labeling challenge [23] dataset. This is an open benchmark. Overall, there are 33 tiles of $\approx 2500 \times 2000$ pixels at a GSD of $\approx 9cm$ in image data. Among them, 16 tiles contain ground truth, and the remaining 17 tiles are withheld by the challenge organizers for online test. Throughout our experiments, only raw image data is used.

We first conduct offline experiment using the supplied 16 tiles with ground truth, where 8 tiles is randomly chosen as training set, and the rest as testing set. Raw images are cropped to a number of $320 \times 320$ patches with overlap 160 (no overlap in testing set). The training set is augmented by adding random noise and applying rotate and mirror operations to these patches. Multi-context is aggregated by multi-
pooling maps of $1 \times 1$, $2 \times 2$, $3 \times 3$, $6 \times 6$ and multi-dilation rates of $6$, $12$, $18$, $24$. We take sum fusion throughout the network. In all offline tests, we adopt the Intersection over Union (IoU) as evaluation criterion: $IoU(P_m, P_{gt}) = \frac{|P_m \cap P_{gt}|}{|P_m \cup P_{gt}|}$, where $P_{gt}$ is ground truth and $P_m$ the prediction.

The comparative results are shown in Table 1. Our $v$gg16-encoder network outperforms all the advanced models based on $v$gg16. More importantly, our model surpasses the deeplab which is the best method in the literature by a large margin for the fine-structured objects, e.g., cars. This demonstrates the effectiveness of our refinement strategy.

As deeper semantic context plays a more significant guiding role to capture global and local cues, the performance of our network is further improved by replacing $v$gg16 with the resnet101 [22]. Although deeplab could also benefit from deeper network, its performance is still worse than ours. To evaluate the effectiveness of different parts of our model, we make an ablation experiment. Here, we list the results of adding different parts progressively in Table 2. The deeplab with only the first 13 convolutional layers is taken as baseline. As deeper semantic context plays a more significant guiding role to capture global and local cues, the performance of our network is further improved by replacing $v$gg16 with the resnet101 [22]. Although deeplab could also benefit from deeper network, its performance is still worse than ours.

To further demonstrate the effectiveness of our network, we make the online test which is evaluated by the challenge organizer. The experimental setup is the same as offline experiment, except that all 16 tiles are used for training. The benchmark metrics are the Overall Accuracy and the F1 score on each class given by:

$$F1_i = \frac{2 \frac{tp_i}{pre_i} \frac{rec_i}{rec_i}}{\frac{tp_i}{pre_i} + \frac{rec_i}{rec_i}}, \quad \text{and} \quad rec_i = \frac{tp_i}{C_i}, \quad pre_i = \frac{tp_i}{P_i}.$$

Table 1: Comparison with the state-of-the-art models(%). surf: impervious surface (roads), veg: low vegetation.

<table>
<thead>
<tr>
<th>Method</th>
<th>surf</th>
<th>roof</th>
<th>veg</th>
<th>tree</th>
<th>car</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segnet [5]</td>
<td>66.9</td>
<td>76.1</td>
<td>44.6</td>
<td>69.7</td>
<td>62.4</td>
<td>63.9</td>
</tr>
<tr>
<td>FCN-8s [11]</td>
<td>75.2</td>
<td>80.4</td>
<td>65.6</td>
<td>70.5</td>
<td>45.8</td>
<td>67.5</td>
</tr>
<tr>
<td>Deeplab-vgg [16]</td>
<td>80.0</td>
<td>87.9</td>
<td>70.0</td>
<td>75.4</td>
<td>36.1</td>
<td>69.9</td>
</tr>
<tr>
<td>Ours(vgg)</td>
<td>81.3</td>
<td>89.3</td>
<td>79.3</td>
<td>75.5</td>
<td>66.4</td>
<td>76.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>surf</th>
<th>roof</th>
<th>veg</th>
<th>tree</th>
<th>car</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deeplab-res101</td>
<td>81.6</td>
<td>90.7</td>
<td>71.4</td>
<td>76.7</td>
<td>58.9</td>
<td>75.9</td>
</tr>
<tr>
<td>Ours(res101)</td>
<td>84.0</td>
<td>90.9</td>
<td>72.1</td>
<td>76.6</td>
<td>75.3</td>
<td>79.8</td>
</tr>
</tbody>
</table>

Table 2: Ablation Experiment(%). MPD: multiple average pooling and dilation, MCC: multi-context cascade, RC: residual correction.

<table>
<thead>
<tr>
<th>Method</th>
<th>surf</th>
<th>roof</th>
<th>veg</th>
<th>tree</th>
<th>car</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours(Deeplab_13)</td>
<td>76.7</td>
<td>82.3</td>
<td>67.8</td>
<td>72.6</td>
<td>40.7</td>
<td>68.0</td>
</tr>
<tr>
<td>+ MPD</td>
<td>79.7</td>
<td>86.5</td>
<td>68.3</td>
<td>74.6</td>
<td>47.2</td>
<td>71.3</td>
</tr>
<tr>
<td>+ Refinement</td>
<td>80.1</td>
<td>87.1</td>
<td>68.0</td>
<td>74.6</td>
<td>55.5</td>
<td>73.1</td>
</tr>
<tr>
<td>+ MCC</td>
<td>80.3</td>
<td>88.1</td>
<td>69.5</td>
<td>76.5</td>
<td>60.0</td>
<td>74.9</td>
</tr>
<tr>
<td>+ RC</td>
<td>81.3</td>
<td>89.3</td>
<td>70.3</td>
<td>75.5</td>
<td>66.4</td>
<td>76.6</td>
</tr>
</tbody>
</table>

Table 3: ISPRS 2D Semantic Labeling Challenge results(%) OA: Overall Accuracy, DSM: Digital Surface Model.

<table>
<thead>
<tr>
<th>Method</th>
<th>surf</th>
<th>roof</th>
<th>veg</th>
<th>tree</th>
<th>car</th>
<th>OA</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCN+DSM ['UZ', 'L']</td>
<td>89.2</td>
<td>92.5</td>
<td>81.6</td>
<td>86.9</td>
<td>57.3</td>
<td>87.3</td>
</tr>
<tr>
<td>CNN+RF+CRF+DSM [3]</td>
<td>89.5</td>
<td>93.2</td>
<td>82.3</td>
<td>88.2</td>
<td>63.3</td>
<td>88.0</td>
</tr>
<tr>
<td>FCN+RF+CRF [2]</td>
<td>90.5</td>
<td>93.7</td>
<td>83.4</td>
<td>89.2</td>
<td>72.6</td>
<td>89.1</td>
</tr>
<tr>
<td>FCN+Edge+DSM [10]</td>
<td>90.4</td>
<td>93.6</td>
<td>83.9</td>
<td>89.7</td>
<td>76.9</td>
<td>89.2</td>
</tr>
<tr>
<td>Segnet+DSM [19]</td>
<td>91.0</td>
<td>94.5</td>
<td>84.4</td>
<td>89.9</td>
<td>77.8</td>
<td>89.8</td>
</tr>
<tr>
<td>Ours(res101)</td>
<td>92.7</td>
<td>95.3</td>
<td>84.3</td>
<td>89.6</td>
<td>80.8</td>
<td>90.6</td>
</tr>
</tbody>
</table>

Fig. 6: Qualitative comparison on the challenge results (white: impervious surface, blue: building roof, cyan: low vegetation, green: tree, yellow: car, red: clutter/background).

In this work, a novel end-to-end network for semantic labeling in VHR image has been proposed. It consists of three key components in addition to a standard CNN. First, by aggregating multi-context with a cascaded architecture, the labeling accuracy of complex manmade objects is improved. Second, a hierarchical pyramid structure is proposed to refine the labeling results of fine-structured objects. Thirdly, a residual correction scheme is employed throughout the network to alleviate the impact of fitting residual. Thanks to these specific designs, the proposed network achieves the state-of-the-art performance on the large-scale ISPRS Semantic Labeling Challenge dataset, outperforming all the other participants.

4. CONCLUSION

In this work, a novel end-to-end network for semantic labeling in VHR image has been proposed. It consists of three key components in addition to a standard CNN. First, by aggregating multi-context with a cascaded architecture, the labeling accuracy of complex manmade objects is improved. Second, a hierarchical pyramid structure is proposed to refine the labeling results of fine-structured objects. Thirdly, a residual correction scheme is employed throughout the network to alleviate the impact of fitting residual. Thanks to these specific designs, the proposed network achieves the state-of-the-art performance on the large-scale ISPRS Semantic Labeling Challenge dataset, outperforming all the other participants.
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