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Abstract. The video highlight detection task is to localize key elements
(moments of user’s major or special interest) in a video. Most of existing
highlight detection approaches extract features from the video segment
as a whole without considering the difference of local features both tem-
porally and spatially. Due to the complexity of video content, this kind
of mixed features will impact the final highlight prediction. In temporal
extent, not all frames are worth watching because some of them only
contain background of the environment without human or other moving
objects. In spatial extent, it is similar that not all regions in each frame
are highlights especially when there are lots of clutters in the background.
To solve the above problem, we propose a novel attention model which
can automatically localize the key elements in a video without any extra
supervised annotations. Specifically, the proposed attention model pro-
duces attention weights of local regions along both the spatial and tem-
poral dimensions of the video segment. The regions of key elements in the
video will be strengthened with large weights. Thus more effective fea-
ture of the video segment is obtained to predict the highlight score. The
proposed attention scheme can be easily integrated into a conventional
end-to-end deep ranking model which aims to learn a deep neural network
to compute the highlight score of each video segment. Extensive exper-
imental results on the YouTube dataset demonstrate that the proposed
approach achieves significant improvement over state-of-the-art methods.
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1 Introduction

With the enormous growth of wearable devices, social media websites (e.g.,
Flickr, YouTube, Facebook, and Google News) have been rapidly developed in
recent years. On YouTube alone, 6000 min of videos are uploaded and 2 million
minutes of videos are browsed per minute, which narrows the distance among
people and makes them know everything around the world without leaving home.
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However, most of the existing videos on the Internet are user-generated. People
upload original videos in a variety of time and places for different purposes, which
makes most of videos vary in length from a few minutes to a few hours and be
full of noise (e.g., severe camera motion, varied illumination conditions, cluttered
background) [1,2]. It is a time-consuming and laborious job to browse, edit and
index these redundant videos [3–5]. Therefore, highlight detection, which auto-
matically produces the most informative parts of a full-length video [4], has been
becoming increasingly important to alleviate this burden.

In recent years, because of its practical value, highlight detection has been
extensively studied including two main directions. (1) The rule-based approaches
[6–13]. This kind of approach generally utilizes heuristic rules to select a collec-
tion of frames. Some of them detect highlight by making full use of clear shot
boundaries [10–13]. Other methods take advantage of the well defined structure
of specific videos in comparison to other egocentric videos [6–9]. A long video can
be divided into several components and only a few of them contain certain well
defined highlights, such as the score event in soccer games and the hit moment in
baseball games. Though the above methods are effective for highlight detection
in specific videos (e.g. sports video), they may not generalize well to generic and
unstructured videos. (2) The ranking-based approaches [4,14,15]. This kind of
method treats the highlight detection as scoring each video segment in terms
of visual importance and interestingness. The segments with higher scores will
be selected as video highlights. Recently, Sun et al. [4] propose a ranking SVM
model which outperforms the former approaches. More recently, the landscape
of computer vision has been drastically altered and pushed forward through the
adoption of a fast, scalable, end-to-end learning framework, the Convolutional
Neural Network (CNN), which makes us see a cornucopia of CNN-based models
achieving state-of-the-art results in classification, localization, semantic segmen-
tation and action recognition tasks. Based on the Convolutional Neural Network,
Yao et al. [15] propose a novel deep ranking model that employs deep learning
techniques to learn the relationship between highlight and non-highlight video
segments. Here, the relationship of video segments can characterize the relative
preferences of all segments within a video and benefit video highlight detection.

However, most of the previous rule-based and ranking-based approaches
extract the feature from the video segment as a whole without considering the
difference of local features both temporally and spatially. Due to the complexity
of the videos, this kind of mixed features will have an impact on the final high-
light prediction. In temporal or spatial extent, not all frames or their regions are
worth watching because some of them only contain background without human
or other moving objects.

To solve the above problem, we propose a novel attention model to automat-
ically localize the key elements in a video without any extra supervised anno-
tations. Specifically, the proposed attention model produces attention weights
of local regions along both the spatial and temporal dimensions of the video
segment. The regions of key elements in the video will be strengthened with
large weights. Thus we can obtain more accurate feature representations of the
video segment to effectively predict the highlight score. The proposed attention
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scheme can be easily integrated into the conventional deep ranking model. Our
method utilizes a two-stream pairwise end-to-end neural network, which aims
to learn a function that can denote the highlight score of each video segment
for highlight detection. The higher the score, the more highlighted the segment.
Segments with higher scores can be selected as video highlights.

Compared with existing methods, the contributions of this paper can be
concluded as follows.

1. We propose a novel attention scheme to localize the key elements in a video
both spatially and temporally without any extra supervised annotations.

2. We propose an end-to-end highlight detection framework by integrating the
attention scheme into deep ranking model as an attention module.

3. Extensive experimental results demonstrate that the proposed attention-
based deep ranking model consistently and significantly outperforms existing
methods.

The rest of the paper is organized as follows: We present the architecture
of our end-to-end deep convolutional neural network in Sect. 2, while Sect. 3
describes the procedure and results of experiments. Finally, conclusion is followed
in Sect. 4.

2 The Proposed Method

In this section, we first show the formulation of the highlight detection problem,
and then introduce the architecture of our end-to-end deep convolutional neural
network including feature module, attention module and ranking module.

2.1 Problem Formulation

Suppose we have a set of pairs Q, in which each pair (pi, ni) consists of a highlight
video segment pi and a non-highlight segment ni. The video segment is comprised
of N frames from a raw video. Our goal is to learn a function f(·) which can
transform a video segment to the highlight score. This function needs to meet
the requirement that the score of highlight segment is higher than the score of
the non-highlight segment:

f(pi) > f(ni),∀(pi, ni)∈Q (1)

In this work, the function f(·) is practically a deep neural network which will
be illustrated in Sect. 2.2. To achieve the above goal, we learn the function f(·)
by minimizing the following loss function:

L =
1

|Q|
∑

(pi,ni)∈Q

LQ(pi, ni) + λ||Θ||2F (2)

LQ(pi, ni) = max(0, 1 − f(pi) + f(ni)), (pi, ni)∈Q. (3)

Here, Θ contains all parameters of the function f(·). The λ is used to control the
regularization item. LQ(pi, ni) denotes the contrastive constraint for each pair
(pi, ni), which is inspired by [17,18]. |Q| is the number of pairs.
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2.2 Network Architecture

The deep neural network f(·) introduced in Sect. 2.1 contains three main parts
which are feature module, attention module and ranking module as shown in
Fig. 1. The network can output the highlight score for any input video segment
comprised of N frames. Firstly, the visual feature tensor with size W ×H×C will
be extracted by the feature module for each of the frames in the segment. Then,
all the N feature tensors (blue color in Fig. 1) will be input to the attention
module which can produce the N attention weight tensors (red color in Fig. 1)
which have same size as the feature tensors. By employing weighted aggregation
between the visual feature tensor and attention weight tensor, the more effective
C-dimension visual feature representation (green color in Fig. 1) is obtained.
Finally, the ranking module will output the highlight value. Details of the feature
module, the attention module and the ranking module will be illustrated as
follows.

Feature Module. This module is comprised of 5 convolution layers and several
pooling layers. The exact size of each layer is also shown in Fig. 1. For the jth

Fig. 1. The flowchart of the proposed end-to-end attention-based deep ranking neural
network including three parts: feature module, attention module and ranking module.
The input is a raw video segment consists of N frames. The function of attention
module is to select the important local regions along spatial and temporal dimensions
simultaneously. Then the ranking module predicts the highlight score. By assigning a
highlight score to each segment, a highlight curve can be obtained for the full-length
video. Next to each layer is the exact size of the output used in our implementation
based on Caffe [16]. (Color figure online)
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convolution layer, we denote its output as hj = s(w j ∗ hj−1 + bj), j∈{1, ..., 5}.
Here, ∗ denotes the convolutional operation, w j and bj are the convolutional
kernel and bias. s(·) = max(0, ·) denotes the non-saturating nonlinearity activa-
tion function which is also used as the rectified linear units (ReLU) in [19]. We
use a ∈ R

W×H×C×N to denote the final output of the feature module for all N
frames in the input video segment.

Attention Module. This is the core module of our network which is a new and
complicated attention scheme we designed. As we all know, given a raw video, not
all regions in each frame are useful for highlight detection in spatial extent espe-
cially when there are lots of clutters in the background. It is similar in temporal
extent that not all frames are worth watching because some frames just contain
background of the environment without humans or other moving objects. Con-
sidering the aforementioned circumstance, the attention module aims to learn an
attention function which can output positive attention weights of local regions
along both the spatial and temporal dimensions of the video segment simulta-
neously.

This module mainly consists of two reshape layers, one fully connected layer,
one copy layer and one aggregation layer which will be illustrated as follows.

– Reshape1. The output feature of the feature module is denoted as a ∈
R

W×H×C×N which contains the C feature maps with size W × H for each
of the N frames in the video segment. Since the convolution layer retains the
spatial information of the raw input frames and the feature map is always
much smaller than the frame image, each element in the feature map corre-
sponds to a specific local region in the original frame. All frame images can
be implicitly divided into W × H regions and each of them corresponds to
a specific C-dimensional feature vector in a . We can decide whether a local
region in the video frames is important for the highlight detection according
to the corresponding C-dimensional visual feature.
To compute the attention weight based on the C-dimensional visual feature,
we first need to transform the feature tensor a into a matrix so that the fol-
lowing computing of the attention weight can be easily carried out. Reshape1
layer is used to change the size of the feature tensor a from W ×H ×C ×N to
C × W × H × N first and then to a matrix R ∈ R

C×(WHN). More explicitly,
we also can rewrite the matrix R as the following column vectors:

R = [r1, ..., r2, ..., rWHN ], r i∈RC (4)

– Fully Connected. This layer in the attention module is designed to compute
the attention weights of local regions along both the spatial and temporal
dimensions of the video segment simultaneously. We denote the output of the
Fully Connected layer as a vector α ∈ R

HWN which can be computed as
follows.

α = σ(w�
αR + bα) (5)
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Here, wα ∈ R
C and bα are the weight matrix and bias. R denotes the output

from Reshape1 layer. σ(·) is the sigmoid function which is used to control the
value of attention weight ranging from 0 to 1.

– Reshape2. In the Reshape1 layer, we transform the feature tensor a of the
video segment into the matrix R for the convenience of computing attention
weight. Here, to match the attention weight vector α with a spatially and
temporally, we transform it back into a tensor with size W × H × N .

– Copy. In the previous Reshape2 layer, the attention weight α is transformed
into a tensor with size W × H × N which is still different from the size of the
feature a . In order to make them exactly the same, we adopt the Copy layer
which transformations the size of α from W × H × N to W × H × C × N by
making C copies of the weight for each of the WH local regions. This means
that, for each of the frames in the video segment, the attention weight tensor
is comprised of C identical attention weight matrices of the size W × H.

– Aggregation. After obtaining the attention weight α of the video segment,
we adopt the Aggregation layer to compute the C-dimensional output feature
z of the attention module as

z k =
N∑

l=1

H∑

j=1

W∑

i=1

a ijklαijkl, k = 1, ..., C (6)

The two inner
∑

operations are the weighted aggregation spatially and the
outer

∑
is the weighted aggregation temporally. It is worth noting that we

also compute the output of the attention module by replacing
∑

in Eq. 6
with max. In the experiment,

∑
operation is simply implemented by average

pooling while the max operation is implemented by max-pooling.

Through the attention weight α, the more important local regions in the video
segment for highlight detection will be paid more attentions in the following
ranking module.

Ranking Module. This module mainly consists of three fully connected layers
(denoted by F with the number of neurons) which are F256− F100− F1. For
the kth fully connected layer, we denote the output as hk = s(wkhk−1 + bk),
k∈{1, ..., 3}. Here, wk and bk are the weight matrix and bias, respectively. For
the activation function, the same rectified linear units s(·) = max(0, ·) as in
the convolution layer of the feature module is adopted. The final output of the
ranking module will be taken as the highlight score.

3 Experiments

In this section, we evaluate the performance of the proposed attention-based deep
ranking model against several state-of-the-art methods on one public dataset [4].
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3.1 Dataset

We evaluate the proposed algorithm on one public dataset. Details of this dataset
are illustrated as follows.

YouTube dataset [4]. This dataset contains six normal activities: “gymnas-
tics”, “parkour”, “skating”, “skiing”, “surfing” and “dog”. Except “skiing” and
“surfing” which include near 90 videos, for each domain, there are about 50
videos with various durations. The total time is about 1430 min, which is similar
with the state-of-the-art large scale action recognition dataset [20]. This dataset
is divided into training and test sets, and each of them covers the half of the
videos. A raw video contains several segments and each segment is annotated on
a three point ordinal scale: 1-highlight; 0-normal; -1-non-highlight. At the same
time, each segment includes approximately 100 frames.

3.2 Baselines

We compare three variants of our method with three state-of-the-art baseline
methods:

(1) LR, which is short for latent ranking [4]. This is a latent linear ranking
SVM model which is trained with the harvested noisy data by introducing latent
variables to accommodate variation of highlight selection. They use the EM-like
self-paced model selection procedure to train the model effectively.

(2) DCNN-A, which stands for deep convolution neural network model [15].
This method uses a convolutional network to extract features and detect high-
light by a ranking network. The extractor produces N vectors of a video segment
consisting of N frames, each of which is a D-dimensional representation corre-
sponding to one frame. For comparison, we use the average-pooling for the CNN
feature representation before feeding into the ranking network with dimension
from D × N to D × 1 similar to the Aggregation layer in the attention module
described in Sect. 2.2.

(3) DCNN-M, which is short for deep convolution neural network model
[15]. The max-pooling operation similar to the Aggregation layer in the attention
module described in Sect. 2.2 is applied on the features of a video segment.

(4) Att-F-A is our method with a fully connected layer to learn the attention
weights and average-pooling operation for the features of a video segment both
spatially and temporally in the attention module as described in Sect. 2.2.

(5) Att-C-M is our method with a convolution layer which just replaces the
fully connected layer in the attention module described in Sect. 2.2 and shown in
Fig. 1 to learn the attention weights and max-pooling operation for the features
of a video segment both spatially and temporally in the attention module as
described in Sect. 2.2.

(6) Att-F-M is our method with a fully connected layer to learn the attention
weights and max-pooling operation for the features of a video segment both
spatially and temporally in the attention module as described in Sect. 2.2.

The DCNN-A and DCNN-M methods are almost the same except the
pooling operation before feeding into the ranking network. DCNN-A employs
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the average-pooling for the CNN feature extracted from the convolutional net-
work while DCNN-M utilizes the max-pooling. The difference between Att-
F-A and Att-C-M or Att-F-M is that Att-C-M or Att-F-M utilizes the
max-pooling in the Aggregation layer in the attention module, while Att-F-A
employs the average-pooling. In order to be more compact, two ways including
convolution layer (Att-C-M) and fully connected layer (Att-F-M) based on
the same algorithm and processing are both implemented to learn the attention
weights in the attention module.

3.3 Implementation Details

Feature Representation. We initialize the parameters of the feature module in
the proposed method according to AlexNet [19], and allow the parameters being
fine-tuned. For each frame in an input video segment, the size of the output by
the feature module is 6×6×256. By employing a weighted aggregation between
the visual feature tensor and attention weight tensor, the more effective feature
representation is obtained for a video.

Evaluation Metrics. The pairwise accuracy Accv for the vth video is defined as

Accv =

∑
(pi,ni)∈Q

[f(pi) > f(ni)]

|Q| (7)

Where [·] is the Iverson bracket notation. f(pi) represents the final output score
of a highlight segment, and f(ni) is the value of a non-highlight one. As described
in Sect. 2.1, Q is the set of pairwise constraints for the vth video, and |Q| is the
number of pairs. The accuracy Accv is a normalized value ranging from 0 to 1.
The higher the value, the more accurate the detection. We calculate the average
precision of highlight detection for comparison with baseline methods.

Training Process. Since the data annotation on YouTube dataset [4] is not
completely accurate in some videos, which means the segment annotated as
highlight may be not correct in fact, it is a weak supervision dataset. We select
a set of latent best highlighted segments iteratively using the EM-like approach
as described in [4] to train the baseline methods.

3.4 Performance Comparison

Youtube dataset. Figure 2 summarizes the overall highlight detection results
for different methods on YouTube dataset [4], and shows that our proposed app-
roach significantly outperforms the state-of-the-art methods in all six domains
on the public dataset based on the same evaluation metrics. In particular, the
precision of “parkour” and “surfing” can achieve 0.75 and 0.78, which makes
the considerable improvement over the compared methods, as they do not con-
sider the region information in a frame spatially and the importance of each
frame temporally. Instead, our approach outputs the attention weights to find
the important regions and frames, which helps us obtain more accurate feature
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Fig. 2. Performance comparison between our attention-based ranking model and other
baseline approaches. Our method shows better performance.

representation of videos for effective highlight detection. On average, the mean
average precision of our attention-based model with Att-F-M can achieve 0.68,
which makes the improvement over LR, DCNN-A and DCNN-M by 15%,
5% and 3% respectively.

In general, the result of max-pooling (DCNN-M, Att-C-M, Att-F-M) is
better than that of average-pooling (DCNN-A, Att-F-A) in Fig. 2. The main
reason may be that, compared with the average-pooling, the max-pooling is more
likely to retain the feature of the most important local regions.

3.5 Visualization

Figure 3 shows several raw frames sampled in a segment and the corresponding
heat maps of attention weight from YouTube dataset. The lighter the color, the
bigger the weight. Therefore, the white regions in the heat map reflect that the
corresponding regions in video frame contribute more for highlight detection
than other regions. For instance, in the first ten frames selected from a segment
of the parkour domain in Fig. 3, the boy is ready to run and another man is
looking at him in the first frame, so the two white square regions in first heat
map approximately describe the location of them, which means these regions are
more important for highlight detection. When he runs approach to the tree, the
white regions are moving as well in the second frame. He is jumping in the third
frame, the white regions are also changing according to the location of the boy. It
is similar for the rest seven frames that the white regions corresponding to the
boy’s movement are important for highlight detection spatially. The lightness
of the ten heat maps are nearly the same, which means they are all important
frames in this segment temporally. The heat maps of the first and second frames
in the third group are lighter than the rest, which means they are more important
than the other frames in the segment for highlight detection.
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Fig. 3. Attention scores of each region of a frame in different video domains in [4]. We
sample 10 frames from each raw video segment, and draw the heat map of attention
weight in detail. The lighter the color, the bigger the weight. In particular, the regions
that white color corresponds to are the most significant ones for highlight detection.

4 Conclusion

In this paper, we propose a novel attention-based deep ranking model to learn
a function to output attention weights of local regions in the video segment
along spatial and temporal dimensions simultaneously, which helps us obtain
the more effective feature representation of interesting and significant compo-
nents in videos for highlight detection. Extensive experiments show that our
method performs better than state-of-the-art approaches on one public dataset.
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In the future, we would like to develop a highlight-driven video summarization
system based on our proposed attention-based model. We will also explore more
comprehensive attention scheme to incorporate other useful information.
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