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ABSTRACT 
     This paper describes the design and 
implementation method of a hands-on interface to 
support a virtual reality (VR) system, called SKWA 
(Sketching and Walking in an Interactive Artificial 
World), for artists to paint and create in an artificial 
world, through light filed rendering based on an input 
RGBD image or a serial of RGBD image. 
 
INTRODUCTION 

Virtual Reality (VR), already a hot market item in 
gaming technology and a rising tool for filmmakers and 
journalists, is promising to be a revolutionary medium 
in the world of art as well. Already it has started 
showing up at art fairs and in galleries, and at 
museums such as MoMA and The New Museum in 
New York. Visual artists like Jon Rafman of Canada 
and Rachel Rossin have begun to play with the 
potential of VR in their work. For artists, who are often 
the first to embrace new technologies in their pursuit of 
innovation, VR still feels very novel. Because of its 
convenience and handiness, research on methods of 
location and its understanding using the image 
processing technology has been acerbated rapidly in 
recent years. It is an ideal solution to allow arties to 
sketch, create and interact with an artificial world.  

This paper describes the design and 
implementation method of a hands-on interface to 
support a virtual reality (VR) system, called SKWA 
(Sketching and Walking in an Interactive Artificial 
World), for artists to paint and create in an artificial 
world, through light filed rendering based on an input 
RGBD image or a serial of RGBD image. Instead of a 
long-time-flying to a landscape for art work creating, 
painters using SKWA are typically able to sketch in an 
immersive three-dimensional environment. Sensory 
experiences will be artificially created during painting. 
The main contributions we make are:  
(1) VR world is created by a light filed rendering 
method and it can easily adjust the refocus point during 
the interaction process. The scene refocusing is a 
high-level interaction of the visual effect enjoying way 
for a good perception of vergence control, artiest can 
switch different focuses at painting time, as well 
presents different depth-scenes of sight. 

(2) By morphing the drawing into the “shape” of original 
RGB image, SKWA presents an artificial world as 
user’s sketching through light filed re-rendering 
process. Artists could enjoy an immersive vivid art 
recreating experiences like with a magic wand in hand. 
 
OVERVIEW 

A schematic of SKWA description is shown in 
Figure 1. It provides two different kinds of simulated 
environments for sketching art work creation: 

Instead of a long-time-flying to a landscape for an 
art work creating, painters using SKWA are typically 
able to sketch in a realistically and immersive three-
dimensional environment as in the real world. Besides, 
sensory experiences will be artificially created, such as 
when pen touching the sketch paper. The scene 
refocusing is a high-level interaction of the visual effect 
enjoying way for a good perception of vergence control, 
artiest can switch different focuses at painting time, as 
well presents different depth-scenes of sight.  

After sketching finished, by morphing the drawing 
into the “shape” of original RGB image, SKWA 
presents an artificial world as user’s sketching, through 
the light filed re-rendering process, based on the 
warped drawing image and the depth image. Artists 
using virtual reality equipment is typically able to look 
around and interact with the artificial world though 
stylized rendering or color replacement tool to further 
create the art scene. Artists could enjoy the immersive 
art creating experiences, like with a magic wand in 
hand. 

Generally, VR equipment provides these functions 
such as dynamic gesture expressions, positions and 
spatial manipulations [1]. Artists can easily pick up a 
three-dimensional point with a joystick, and the three--
dimensional point can be converted to a point on the 
input RGBD image, as Figure 2 shown. All the 
interaction are based on the controlling of the RGBD 
image: (1) by changing the RGB image, we re-render 
the light filed to achieve the artists’ sketching artificial 
world, stylized rendering or color replacement; (2) by 
adjusting the slope of linear structures in epi-polar 
plane image (EPI), based on depth image, we refocus 
the scene. Figure 3 (Center panel) is a 3D light filed, 
created from a set of multiview images. denotes the 
discrete number of views. When with a head-mounted 



 

 

Figure 1. Overview of the SKWA. There are two-stages for users to enjoy an immersive art painting experiences, 

through touching, hearing, scene refocusing, and light filed re-rendering, with head-mounted display (HMD) and 
interactive hardware such as joystick, including sketching in realistically world created by VR equipment and recreating 
in user’s sketching artificial world. 

 

Figure 2. The coordinates of display scene in realistically world created by VR equipment. Artists use a joystick to 
point out a three-dimensional point, which finally converted to a point on the input RGBD image. And all the immersive 
art experiences are based on the RGBD image (RGB and Depth map) operating. 

 

Figure 3. The 3D light filed rendering based on RGB image (Center panel). And the light filed re-rendering for 
refocusing (Left panel), and artificial sketching world rendering (Right panel). 
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Figure 4. (a). The capture process when acquired the RGBD images; (b). The relationship between 𝑘 and depth 
scenes. 

 
Figure 5. By morphing the drawing into the “shape” of original RGB image, SKWA presents an artificial world as user’s 
sketching. 

 
Figure 6. User could pick up a region for color replacement with the joystick like a magic wand in hand. 
 

 

display (HMD), 𝐕    2; and for a multiview (N-view) 
display system, 𝐕   N. Through minimizing a global 
spatially regularized energy functional in a novel non-

convex optimization framework, an optimization light 

filed 𝐋𝐅 is rendered. 

METHOD 
 

VR World Creation by Light Filed Rendering 
A 3D light filed, created from a set of multiview 

images, is presented as 𝑳𝑭(𝒚, 𝒙, 𝑽) . 𝑽  denotes the 

discrete number of views and 𝑽𝑹𝑮𝑩  represents the 
sequence view number of the reference image 𝑰𝑹𝑮𝑩. A 
planar 𝒙– 𝑽 cut represents epi-polar plane image (EPI) 
[2]. Each line 𝒍 , which passes through the point 
𝒑(𝒚′, 𝒙′, 𝑽𝑹𝑮𝑩) on 𝑰𝑹𝑮𝑩, denotes the linear structure in 



EPI. And the slopes 𝒌 of all the linear structure can be 
calculated. By propagating the color of 𝒑  to all the 

points on 𝒍(𝒚′, 𝒙′, 𝑽𝑹𝑮𝑩) , the initial light filed  𝑳�̂�  is 
rendered. We use a regulariser comprising a weighted 
Huber norm over the gradient of the final light filed  𝑳𝑭, 

𝝎 ||𝜵𝒚,𝒙𝑳𝑭(𝒚, 𝒙, 𝑽)||
𝜺
, which ensures un-twisted view 

images in 𝑳𝑭  for high quality 3D display. The 𝝎 ∝
𝜵𝑰𝑹𝑮𝑩(𝒚′, 𝒙′)  ( (𝒚′ , 𝒙′) ∈ 𝒍(𝒚′,𝒙′,𝑽𝑹𝑮𝑩)  and (𝒚, 𝒙) ∈

𝒍(𝒚′,𝒙′,𝑽𝑹𝑮𝑩)). The resulting energy functional therefore 

contains a non-convex photometric error data term and 
a convex regulariser : 

𝑚𝑖𝑛𝐿𝐹𝐸

= ∭ {(𝑳𝑭(𝒚, 𝒙, 𝑽) − 𝑳�̂�(𝒚, 𝒙, 𝑽) )
2

+ 𝜔 ||𝛻𝑦,𝑥𝑳𝑭(𝒚, 𝒙, 𝑽)|| } 𝑑𝑦𝑑𝑥𝑑𝑉                                      (1) 

, which can be solved by a similar scheme in [3]. 
 
Scene Refocus 
      

The slope 𝒌  of 𝒍  can be calculated from depth 
image as: 

𝒌 =
𝛿𝑥

𝛿𝑉
=

𝑓∙𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

𝑧
                        (2) 

When 𝒌 changes from negatives to positives, the 
depth scene varies from “into” to “out of” the display 
screen. And when 𝒌 = 𝟎, the object, which is passed 
by 𝒍𝒌=𝟎 , is displayed on the display screen, with no 
disparity in view images. So the object is refocused. 
When the artist choose one object to be refocused by 
the joystick, we modify all the slops 𝒌 of 𝒍 as: 

𝒌 = 𝒌 − �̅�                                 (3) 

�̅� =
𝑓∙𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

�̅�
                               (4) 

�̅�  denotes the depth value of the chosen object. 
 
Morphing for Sketching Artificial World 

To generate an artificial world by artist’s sketching, 
we synthesize a fluid transformation from the drawing 
to the original RGB image. By the algorithm of Beier 
and Neely [4], a mapping of coordinates between 2 
images from a set of lines is computed. The morphing 
is specified by these line pairs where the start-points 
and end-points are given for both two images during 
the sketching time, ending up in a metamorphosis of 
the sketching art into a new RGB image for a new light 
filed re-rendering. 
 
Immersive Vivid Art Recreating 

Artist is able to walking and looking around in 
his/her sketching world after morphing step above. 
Besides, he/she could enjoy an immersive vivid art 
recreating experiences, by pointing a region for color 
replacement with the joystick, just like using a magic 
wand, which is capable of color changing (taking the 
color replacement for example). For a more vivid color 
replacement, we only vary the hue space of HSV of the 
metamorphosis sketching image [5]. We wish that 
pixels that have similar hue and depths should be 
replaced simultaneously [6]. We formalize this premise 
using two quadratic cost functions and obtain an 
efficiently optimization problem. 𝑁  pixels 𝑠  are 
selected from a point set not too far from the pixel 𝑟. 
We wish to maximize the 𝑁  and simultaneously 
minimize the formula as following: 

J = ∑ 𝑡[(𝐻(𝑟) − 𝐻(𝑠)2 + 𝛼(𝑑(𝑟) − 𝑑(𝑠))2 + 𝛽𝑒−𝑁]𝑠   

     t = {
1, 𝑤ℎ𝑒𝑛 𝑠 𝑖𝑠 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑
0,        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒         

             (5) 

, 𝐻(𝑟) denotes the hue value of 𝑟 and 𝑑(𝑟) means the 
𝑟 ’s depth value, 𝑁  is the number of 𝑠 , 𝛼  and 𝛽  are 
constants. 
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